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PREFACE

The International Conference on the Role of the Polar Regions in Global Change took place on the cam-
pus of the University of Alaska Fairbanks on June 11-15, 1990. It was co-sponsored by several national
and international scientific organizations, as listed on the preceding page. The host institutions were the
Geophysical Institute and the Center for Global Change and Arctic System Research, both at the University
of Alaska Fairbanks.

The goal of the conference was to define and summarize the state of knowledge on the role of the polar
regions in global change, and to identify gaps in knowledge. To this purpose experts in a wide variety of
relevant disciplines were invited to present papers and hold panel discussions. While there are numerous
conferences on global change, this conference dealt specifically with the polar regions which occupy key
positions in the global system.

Over 400 scientists from 15 different countries attended and presented 200 papers on research in the Arc-
tic and Antarctic. The papers were distributed among seven major themes and sessions, each having about
three invited papers, a dozen contributed papers, and 15-20 poster papers. These papers, or their abstracts,
are contained in the two proceedings volumes. In publishing the papers we did not distinguish between
invited, contributed, or poster papers, but gave them all equal weight. On the final day of the conference
three panels met to discuss problems and priorities in polar research. A summary of their recommendations
follows the final section of papers.

Our goal has been to produce an interesting and readable overview of the conference, and we hope you
enjoy the result.

Gunter Weller
Cindy L. Wilson
Barbara A. B. Severin

Editors
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Polar Regions and Global Change: the Role of Remote Sensing

K. Ya. Kondratyev
The U.S.S.R. Academy Insftiue for Lake Research, Leningrad. U.S.S.

ABSTRACT
The fashionable notion of the Arctic as a weather kitchen, which existed during

the 1930s, has since been forgotten. It is true, however, that the role of polar
regions as sinks of energy for the climatic system, areas of specific cloud-radiation
interaction as well as unique interaction between photochemistry, polar strato-
spheric clouds (PSC), dynamics, solar activity (the Antarctic ozone hole), etc. has
been broadly recognized. It is equally true that polar regions are highly sensitive in
ecological respects, including the impact of greenhouse gases and the early warning
of global climate change at high latitudes. This is why the environmental mon-
itoring of polar regions is of particular importance and where satellite remote sens-
ing can undoubtedly play a decisive role.

The following areas of remote sensing application are discussed in the paper. (i)
cloud cover properties (including PSCs) as well as interaction between extended
cloudiness and radiation; (ii) Arctic haze phenomenon; (iii) Antarctic ozone hole;
(iv) polar ice cover dynamics; (v) high-latitude biosphere dynamics. A special value
of combined in situ and satellite observations, such as those during the Soviet-
American Bering Sea Experiment is emphasized.
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Variations in Sea Ice Thickness in the Polar Regions

Peter Wadhams
Scott Polar Research Institute, University of Cambridge. England

ABSTRACT
An overview paper is presented on the evidence for variations in sea ice thick-

ness in the polar regions. Most ice thickness data in the Arctic come from upward-
('4 looking sonar profiling by submarines. The available dataset is large, but the sam-

__ pling has been necessarily unsystematic, so that only very few cases exist of
directly comparable profiles from different years or seasons in the same location.
Comparisons made so far are reviewed. They show that large fluctuations of mean
ice thickness can occur over significant areas (15% over 300,000 km2) but that
these are associated strongly with variability in the field of ice motion in regions
upstream of land boundaries, where ice deformation is usually an important con-
tributor to the mean draft Comparisons made in the Trans Polar Drift Stream far

Mfrom land boundaries show a remarkable consistency in mean draft between sea-
M__ sons and years. In the Antarctic ice thickness data are much sparser, and most have

been obtained by direct drilling. Most of the available winter data come from only
two cruises, the 1986 and 1989 Weddell Sea cruises of F.S. Polarstern. They show
that first-year ice, which comprises most of the ice in the Antarctic, is remarkably
thin, with a mean thickness of about 60 cm when undeformed. Second-year ice,
found in the western Weddell Sea, is much thicker (1.17 m mean thickness when
undeformed)$Pressure ridging adds about 42% to the mean drafts due to unde-
formed ice alone, but most ridges are very shallow (less than 5 m deep). There is no
evidence of temporal variations between the two cruises, although winter ice extent
in the Atlantic sector was much greater in the second year.

INTRODUCTION models, and reflects the pitfalls inherent in making model
Do we have any evidence that the mean thickness of sea predictions at our current state of knowledge of climatic pro-

ice is changing in the Arctic or Antarctic? The question is an cesses. The good agreement in the Arctic occurs because
important one because most recent numerical models of the land processes dominate at high northern latitudes.
response of the global climate to an increase in atmospheric The two main physical mechanisms invoked for an en-
C02 predict that a warning will occur which is greatest in hanced Arctic warming are the stability of the Arctic atmnos-
the polar regions, and especially in the Arctic. Examples are phere, so that warming is ccncentrated within a thinner layer
the model of Hansen et al. [19881, where it is predicted that of troposphere than at lower latitudes; and the ice-albedo
over 60 years mean annual temperatures will rise by 3-50C feedback effect. The latter effect occurs because if ice or
in the Arctic and in parts of the Antarctic (Weddell and Ross sow cover retreats as a consequence of warming, an area
Sea regions); and the model of Stouffer et al. [19891 in with an albedo of about 0.9 (fresh sow) to 0.4-0.6 (summer
which over the same period a 3-40C rise is predicted for the sea ice surface) is replaced by land terrain or water (0.15 or
Arctic but only 0.5-1.5-C for the Antarctic. The large dis- less), thus enhancing the fraction of radiation absorbed. The
agreement in Antarctic predictions is a product of the differ- albedo feedback effect is expected to be mnuiger in the Arc-
ent way in which oceanic heat transport is treated in the two tic because of the scope for radical change in the extent of
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snow cover on land. Snow extent at present varies from 48 x but in a recent laser-sonar experiment [Wadhams, 1990b;
106 km2 in winter to 4 x 106 km2 in summer (largely the Comiso et al., 19911 it was found that an excellent corela-
Greenland and other permanent ice caps), compared to an tion between freeboard and draft probability density func-
annual sea ice extent variation of 15 x 106 km2 in winter to tions was obtained, with an appropriate isostatic factor,
8 x 106 km2 in summer. The considerable scope for snow- suggesting that laser profiling alone can be an adequate
line retreat is not shared by the Antarctic, where the land thickness monitoring technique. Upward sonar has been
mass is permanently ice-covered and only the sea ice cover mounted on fixed moorings [Vinje, 19891, yielding valuable
can participate in ice-albedo feedback. time series information in critical regions such as Fram

Thus, despite many unknowns (such as the effect of Strait, which defines the ice outflow from the Arctic Basin.
cloudiness changes which may accompany changes in sea Sonar could also be mounted on autonomous underwater
ice extent) there is a reasonable physical basis for the view vehicles or on neutrally buoyant floats. Acoustic owmog-
that, in the Arctic, global warming will be greatly enhanced raphy, although designed to measure ocean structure, should
relative to low latitudes, and may therefore be detectable at also yield a signal due to an ice cover, from which the
an early stage in the form of snow line retreat, permafrost modal draft may be obtained [Guoliang and Wadhams,
melt, sea ice retreat and sea ice thinning. In the Antarctic 1989]. Results from a 1988-1989 Greenland Sea experiment
enhanced warming is predicted by some models and would are now being analyzed. Electromagnetic techniques are dif-
also result in the retreat and thinning of sea ice. ficut to apply, because of scattering and attenuation from

It is therefore important that we seek evidence of pres- the brine content of the sea ice, but some success has been
ently occurring changes in cryospheric parameters. In the obtained by impulse radar at about 100 MHz and by induc-
case of sea ice, extent is comparatively easy to measure tion methods from the air [Holladay et al, 1990]. Finally,
from satellite imagery, and so in this paper we concentrate satellite sensors such as passive microwave and synthetic
on thickness, which is a much more difficult quantity to aperture radar may yield useful information by empirical
monitor synoptically. correlations with sonar data, while satellite-bore radar

altimetry holds promise despite difficulty in interpretation of
PRESENT KNOWLEDGE OF SEA ICE the location of the reflecting horizon in sea ice.

THICKNESS IN THE ARCTIC The results of several specific regional studies of ice
The first systematic measurements of ice thickness in the thickness distribution have been reported, covering many

Arctic were made by Nansen [18981, who drilled through parts of the Arctic Basin, Beaufort Sea, Northwest Passage,
undeformed ice during the drift of Fram. Many subsequent Davis Strait and Greenland Sea [e.g., Kozo and Tucker,
drilling campaigns have followed. Rothirock [1986] showed 1974; Williams et al., 1975; Wadhams and Horne, 1980;
that a reasonable estimate of mean thickness can be obtained Wadhams, 1981, 1983, 1989a, 1990a; Mdarw et al., 1984;
from a few hundred holes, so long as these are drilled in a Wadhams et al., 1985; McLaren, 19891. An attempt to
completely random fashion, while Eicken and Lange [1989] merge these and other results, including semi-quantitative
obtained a reasonable approximation to an Arctic ice thick- data from cruise reports, into a systematic set of seasonal
ness distribution in this way. In general, however, we have mean thickness contours was made by Bourke and Gaem
to conclude that although drilling may yield a usable esti- [1987]. Their maps show that the main pattern of thickness
mate of local ice thickness characteristics, to obtain data on variation comprises a thickening across the Arctic Basin
a regional or basin-wide scale with a sufficient sampling starting frum the seas north of the USSR, where the mean
density it is necessary to use a remote sensing technique thickness is only about 2 m and where most ice is first-year,
from above or below, and progressing to the pars of the Canada Basin and Eur-

To date, almost all the usable data from which we can asian Basin lying north of Greenland and the Canadian
deduce ice thickness distributions over the Arctic come Archipelago, where mean thicknesses may reach 6-7 m.
from surveys by military submarines using upward-looking This is partly an effect of increasing age of the ice as one
sonar. The sonar measures range to the ice underside, which moves downstream in the Trans Polar Drift Stream (the
is converted into draft using a sea level datum obtained mean reaches about 4.5 m at the pole itself) or in the Beau-
either from the profile itself (by interpolation between water fort Gyre where ice can circulate for many years; and partly
openings) or from an independent pressure gauge. Draft dis- an effect of the buildup of ridging as the ice approaches a
tribution can then be converted into thickness distribution fixed downstream land boundary. This pattern fits the pre-
by use of an appropriate isostatic factor, a reasonable figure dictions of the ice dynamics model of Hibler [1980] with
for the Arctic being 1.12. Corrections have to be applied for good agreement.
beamwidth effects; these have been discussed by Wadhams
[19811. Mean ice drafts are usually derived by averaging LIKELY EFFECTS OF WARMING
profile data over 50-100-kn track lengths; this results in a ON ICE THICKNESS
mean draft with a standard error of 0.05-0.06 m on sta- The simplest effect of warming is likely to be on the
tistical grounds alone [Wadhams and Home, 1980]. The thickness of fast ice, which grows in fjords, bays and inlets
reliance on submarines has caused the survey coverage of in the Arctic, along the open coast in shallow water, and in
the Arctic to be unsystematic both in time and space, with channels of restricted dimensions. Because this type of ice
limited opportunities for direct comrisors between data- generally forms in shallow water, oceanic heat flux is small
sets obtained along identical tracks or non-existent, and the thickness of the ice is determined

It should be noted that several other techniques hold almost entirely by air temperature history (modified by the
promise for more systematic monitoring of Arctic ice thick- thickness of the snow cover, which alters the growth rate).
ness in the future. Laser profing measures ice freeboard, Empirical relationships have been sccessfully developed
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relating thickness achieved to the number of degree days of region using the same equipment at different seasons or in
freezing since the beginning of winter [e.g., Bilello, 1961]. different years. Ideally the region should be as large as pos-
We can easily see from such curves that if the average daily sible, to allow us to assess whether changes are basin-wide
air temperature increases by a known amount, the ultimate or simply regional. Also the measurements should be
ice thickness will diminish by a calculable amount, and the repeated annually in order to distinguish between a flueta-
ice-free season will legthen. Using this technique, Wad- tion and a trend. Because of the unsystematic nature of Arc-
hams [1989b] predicted that in the Northwest Passage and tic submarine deployments this goal has not yet been
Northern Sea Route an air temperature rise of 80C (equiva- achieved, but a number of comparisons between pairs of
lent to about a century of warming) will lead to a decline in datasets have been carried out.
the winter fast ice thickness from 1.8-2.5 m (depending on McLaxm [19891 compared data from two US. Navy sub-
snow thickness) to 1.4-1.8 m and an increase in the ice-free marine transects of the Arctic Ocean in August 1958 and
season from 41 days to 100 days. This effect would be of August 1970, stretching from Bering Strait to the North Pole
great value to the extension of the navigation season in the and down to Fram Strait. He found similar conditions pre-
Soviet Northern Sea Route and the Northwest Passage. vailing in each year in the Eurasian Basin and North Pole

In moving ice the effect is much more difficult to predict. area, but significantly milder conditions in the Canada Basin
Presumably the thickness of undeformed (i.e., thenno- in 1970. Since the two cruises employed different sonar sys-
dynamically grown) sea ice will decrease, but a large part of tems, it is difficult to assess the significance of the resulL If
the ice in the Arctic is in the form of ridging, and ridging valid, it is possibly due to anomalous cyclonic activity as
may occur more readily in thinner ice. It is reasonable to observed in the region in recent summers [Serreze et al.,
expect an overall thinning and retreat, but it is not a simple 1989]. Another possibility is that since August is the month
matter to predict magnitudes. of greatest ice retreat in the Beaufort Sea, the difference is

simply due to differences between the extent to which the
EVIDENCE OF CHANGES IN ice retreated in the Chukchi and southern Beaufort Seas dur-

MEAN ICE THICKNESS ing the respective summers. The extent and duration of the
In order to assess reliably whether ice thickness changes open water season in the Beaufort Sea is known to have a

are occurring in the Arctic it is necessary to obtain area- high interannual variation, and an unusually open southern
averaged observations of mean ice thickness over the same Beaufort Sea would lead to more open conditions within the

86N 88N N 88 0 N 860N 88'N
90OW + 5 m ++ + 90E -900 W T + +90°N 9

6 m 4mm 4m
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Figure 1. (a) Contour map of meoe ice draft from submaine cruise of October 1976. (b) Contour map of mw draft from cruise of May

1987 rafter Wadham. 1990a1.
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results were contoured to give the maps shown in Figure 1.
N-S transect E-W transect There was a decrease of 15% in mean draft averaged over
1976 1987 1976 1987 the whole area (300,000 kin2), from 5.337 m in 1976 to

4.548 m in 1987. Profles along individual matching track
Mean draft (m) 6.09 5.31 6.32 4.07 lines (Figure 2) show that the decrease was concentrated in
Ice < 2 m draft (%) 11.6 16.7 7.9 29.9 the region south of 88-N and between 300 and 50W. From
Ice 2-5 m draft (%) 48.7 38.6 46.5 39.6 Figure 1 it appears that the buildup of pressure ridging
Ice > 5 m draft (%) 39.7 44.7 46.0 30.5 which gave the high mean drafts near the Greenland coast in
Refrozen leads (%) 4.0 7.9 3.7 15.6 1976 was simply absent in 1987, but in fact the situation is

not that simple. I compared the probability density functions
Table 1. Comparisons of ice saIdstics from 1976 and 1987 data- of ice thickness from the pairs of profdes shown in Figure 2
sets. (strictly, two 300-kin sections from the southern part of the

N-S transect and two 200-km sections from 40-50*W in the
pack itself. E-W transect). The results are shown in Table 1. In 1987

Wadhams [1989a] compared mean ice thicknesses for a there was more ice present in the form of young ice in refro-
region of the Eurasian Basin lying north of Fram Strait, zen leads (coherent stretches of ice with draft less than I m)
from British Navy cruises carried out in October 1976, and as frst-year ice (draft less than 2 in). There was less
April-May 1979 and June-July 1985. All three datasets multi-year ice (interpreted as ice 2- to 5-m thick) and less
were recorded using similar sonar equipment. I found that a ridging (ice more than 5 in thick) in 1987 in the E-W tran-
box extending from 83030'N to 8430W N and from 00 to sect, although slightly more ridged ice in the N-S ransectL
100 had an especially high track density from the dm The main contribution to the loss of volume appears to be,

e had0 an e ially76, hig tan i t 979,and10then, the replacement of multi-year and ridged ice by young
cruises (400 km in 1976,400 kn in 1979, and 1800 km in and first-year ice.
1985), and this was selected for the comparison. It is a To determine how this may have occurred I examined the
region far from any downstream boundary, and repesent tracks of drifting buoys from the Arctic Ocean Buoy Pro-
typical conditions in the Trans Polar Drift Stream prior to gram [Colony and Rigor, 1989; R. L Colony, personal com-
the acceleration and narrowing of the ice stream which muication]. Four buoys were in the region during the
occurs as it prepares to enter Fram Strait. The mean thick- months prior to the 1987 cruise (Figure 3). The three in the
nesses from the three cruises were remarkably similar:. 4.60 w psitis corresponding to a portion of the
m in 1976,4.75 m in 1979, and 4.85 m in 1985. It should be Beaufort Gyre, remained almost stationmay during the period
remembered that these datasets were recorded in differnt January-May 1987, while buoy 1897, in the Trans Polar
seasons as well as different years. Drift Stream, moved towards Fram Strait at an average

More recently I was able to compare data from a tri- speed of 2 km per day. The result of this anomalous halting
angular region extending from north of Greenland to the of the motion of part of the Beaufort Gyre would be a diver-
North Pole, and recorded along almost identical tracks in gence within the experimental region, as the Trans Polar
October 1976 and May 1987 [Wadhams, 1990a]. Mean Drift Stream ice continued its motion towards the southeast.
drafts were computed over 50-kn sections, and each value This would lead to the opening up of the pack, creating
was positioned at the centroid of the section concerned; the areas of young and first-year ice. Thus the indications are
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I o~ tribution of mean ice drafts. One of the surprising aspects of
0 w the results described above is that the buildup of mean ice

1897 draft towards Greenland was thought to be a very stable
Saspect of the ice climatology of the Arctic, appearing con-

sistently in the model predictions of Hibler [1980] and in the
68, *tentative seasonal climology of Bourke and Garrett.384 - [1987]. It ape tha the ice cover, lie the ocean pos-

3168 ' sesses a weather as well as a climate, and it is vital that suf-
ficient data be examined to resolve details of this weather
such that the underlying trend in basin-wide mean ice thick-

92 'ness, if any, can be revealed. In this respect the author is
X Ia18now examining more recent datasets.

I May.19 7 A final regional comparison which the 1987 dataset has
,May,1987 made possible occurs in the region immediately north of

Fran Strait, between 820N and 80N (Figure 4). Here I was
GREENLAND able to compare data from the four years 1976, 1979, 1985

and 1987. This is a region which is ice-covered in most
Lyears, and where mixing occurs between the various ice

streams preparing to enter Fram Strait, notably the strams
Figure 3. Positions of drifting buoys north of Greenluid on 1 Jan- of old, deformed ice moving south from the North Pole
uary and 1 May 1987. region and southeast from the region north of Greenland;

and the stream of younger, less heavily deformed ice mov-
that it is an ice motion anomaly rather than, or as well as, an ing southwest from the seas north of the USSR. Figure 4
ice growth anomaly that is responsible for the observed shows all available mean drafts from 50-kin sections [from
decrease in mean ice draft. This supposition is supported by Wadhams, 1981, 1983, 1989a and current analyses]. There
modeling results fiom J. Walsh [personal communication], is very good consistency among these four datasets, regard-
who ran the Hibler ice model using daily wind forcing and less of year or season of generation; fluctuations appear to
monthly thermodynamic forcing, both varying inter- be random in character, and where centroids from different
annually. He found tat the simulated thicknesses showed experiments lie close to one another, the mean drafts are
negative anomalies in this region in May 1987 and positive usually similar. Only the 1976 data points appear somewhat
anomalies in October 1976. thicker than their neighbors.

Further observations are clearly necessary from other From the data comparisons made so far in the Arctic, we
years (past, recent and future), and a closer study should be can thus draw the following tentative conclusions:
made of pressure fields over the Arctic and the variations (1) Ice reaching Fram Strait via the Tram Polar Drift
that they may be capable of creating in the geographical dis- Stream along routes where it is not heavily influenced by a

82*N 425 0408S A 1976 OCTOBER

E 1979 APRIL-MAY

5.24 a 1985 JUNE -JULY
GEENLAND: A 3h & 1987 MAY

0 3.94
a a95 380

as13 130 4.00
4.77 A

*4.24 63.99

10eW 0e100

AN A2
A37

3.33 3

80*N

3.32

Figure4. Acomnpaisonof manice drafts nerthe unitrne to Pram Strait obtained fham cruimc in 1976.1979.1965 and 1967.
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downstream land boundary shows great consistency in its 1982], but it was not until 1986 that the first deep penetra-
mean thickness from season to season and from year to year, tion into the circumpola Antarctic pack during early winter,
at latitudes from 84030'N to 80ON and longitudes in the the time of ice edge advance, took place. This was the Win-
vicinity of 0-. ter Weddell Sea Project (WWSP) cruise of F.S. Polarsrn,

(2) Ice upstream of the land boundary of Greenland can during which systematic ice thickness measurements were
show great changes in its mean ice draft, but it is possible to made throughout the eastern prt of the Weddell-Enderby
ascribe these to anomalies in de balance between pressure Basin, from the ice edge to the coast, covering Maud Rise
ridge formation through convergence (the nonnal source of and representing a typical cross-section of the first year cir-
a high ice draft in the region) and open water formation cunpolar Antarctic pack during the season of advance
through divergence (the anomalous situation). A deeper [Wadhams et al., 1987; Lange et al, 1989]. A second winter
knowledge of wind field anomalies is needed to understand cruise was carried out in 1989: the Winter Weddell Gyre
these changes fully, together with more adequate datasets. Study (WWGS) of Alfred Wegener Institute involved a

(3) Ice in the Canada Basin in summer also appears to crossing of the Weddell Sea from the tip of the Antarctic
show great variability in mean ice draft, but here there is a Peninsula to Kap Norvegia in the east during September-
free boundary with ice-free marginal seas, permitting relaxa- October, and thus allowed the multi-year ice regime of the
tion of the ice cover into a less concentrated state under cer- western Weddell Sea to be studied in midwinter [Wadhams
tain wind conditions. and Crane, 19911. During the later part of this cruise, and in

We cannot yet conclude that there is conclusive evidence collaborative work carried out by Akademik Fedorov, icc
of systematic thermodynamic thinning of the sea ice cover, conditions were studied in the same region of the eastern
as would be caused by the impact of the greenhouse effecL Weddell Sea as was covered by Polarstern in 1986, per-

mitting the first interannual comparLn of ice thicknesses in
ICE THICKNESS IN THE ANTARCTIC the same region of the seasonal pack to be carried out.

Sea ice thickness data from the Antarctic are much Ice thickness measurements in both cruises were made by
sparser than from the Arctic. There has been no opportmity drilling holes at 1-m intervals along lines of about 100
to carry out submarine sonar profiling, and almost all avail- holes. Typically, during a daily ice station, two such lines
able data come from drilling. The only profiling data of any would be laid out at right angles to one another, with an
kind are airborne laser profiles of the upper surface [Weeks attempt at a random choice of location so that ridges were
ct al, 1989] and some limited thickness profiling by properly represented in the results. Clearly very thin ice and
impulse radar from a helicopter [Wadhams et aL, 1987]. open water could not be sampled, but their contribution to
Laser data are valuable in delineating the occurrence of the overall PDF was estimated from the results of aeial
pressure ridging and in assessing its likely contribution to photography and video recording. Ice thickness, snow thick-
the overall thickness distribution, but cannot be used reli- ness and freeboard (hence ice draft) were measured in each
ably to infer ice thickness directly by isostasy, largely hole. Cores were taken at each site to examine ice compos-
because of the effect of the thick and variable snow cover. tion and character.
In the Arctic, on the other bud, it has been shown in laser- In the 1986 experiment our first discovery was a new
sonar comparisons that laser data can indeed be used to give mechanism for the formation of ice at te advancing edge,
a good estimate of the ice thickness distribution [Comiso et the so-called pancake-frazi cycle [Lange et aL, 1989]. We
aL, 1991]. The usefulness of impulse radar in the Antarctic found that the ice which first forms at such an edge, in a
is limited by the fact that the first-year ice is thin and has a region of high turbulence and wave activity, does so in the
high salinity, and by the unconsolidated nature of ridges, form of frazil ice, a suspension of small ice crystals in
which present misleading water horizons to the electro- water. As the suspension thickens, it congeals into small
magnetic radiation; thus, such radar has only been used as cakes called pancakes, probably by wave-induced compres-
an awliary to drilling efforts [Wadhams et al., 1987]. sion as described by Martin and Kauffman [1981]. At the

The first drilling measurements of Antarctic sea ice thick- ice margin the pancakes are only a few centimeters in diam-
ness were from shore stations, and tended to give an unre- etar, but with increasing penetration into the pack they grow
alistically high estimate of typical thicknesses, since coastal to reach 3-5 m in diameter and about 50 cm in thickness.
waters offer lower average air temperatures from continental The growth occurs by accretion from the frazil, facilitated
influence, a lower oceanic heat flux, and the possibility of by the continued presence of an open water surface which
surface water modification (eg., supercooling) following allows latent heat to be dissipated. The pancakes begin to
residence under nearby ice shelves. The first measurements freeze together in groups as one proceeds further from the
from within the pack ice itself were made in summer [Ack- margin, but it required (in the 1986 experiment) some 270
ley, 19791 and demonstrated the typical multi-year ice thick- km of penetration before the wave field was damped down
nesses in the western Weddell Sea. sufficiently to permit the pancakes to freeze together fully,

It is the winter pack which is of real global importance, the frazil acting as "glue.m The final product was an ice type,
however. The annual variation in sea ice area in the Ant- consolidated pancake, in which the typical thickness was
arctic is from 4 x 10 6 km2 in Febmary to 20 x 106 km2 in that ofone of the original pancakes (50-60 cm), but with a
September [Zwally et al., 19831, and so it is of the greatest rough bottom caused by rafting of two or three pancakes
impotane to know the thickness of the ice which covers over one another at the time of freeze-up (Figure 5a). It was
such a vast area of ocean for part of the year. The first pene- found that the closure of the sea surface cut down the sub-
tration of the pack during Antarctic spring was the cruise of sequent growth rate to a very low value (estimated at OA cm
the Mikhail Somov in October-November 1981, which per day) so that across the entire remainder of the pack to
reached 62.5-S in the eastern Weddell Sea [Ackley et al., the coast the mea thickness increased by only a few centi-
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meters. Within this first-year pack ice new smoother ice
would form by freezing in the calm waters of polynyas. Mean thickness
Ridging was scarce, except very close to the coast where Class Holes Snow Ice Draft Total

episodes of wind-induced shoreward motion would have led
to the observed increase. Most ridges were also very shal- Undefonned 2034 Mean 0.16 0.60 0.60 0.76
low, less than 6 m in draft. Examination of the structure of First-year St Dev 0.10 0.21 0.20 0.25
ridges showed that they are formed by the buckling of the Deformed 2195 Mean 0.23 1.03 1.00 1.26
floe itself, rather than the crushing of refrozen leads First-year St Dev 0.17 0.60 0.55 0.64
between thicker floes. Thus a compressive stress can be Undefoned 349 Mean 0.63 1.17 1.25 1.80
relieved by the creation of a number of small ridges rather Multi-year St Dev 0.18 0.35 0.36 0A5
than one large ridge. Deformed 282 Mean 0.79 2.51 2.48 3.30

The end product of these processes was an ice thickness Multi-year St Dev 0.23 1.08 1.05 1.09
distribution shown in Figure 6 [after Wadhams et al., 1987].
Note the peak at the very low value of 50-60 cm, with a All ice 5339 Mean 0.26 0.97 0.96 1.23
peak in snow cover thickness at 14-16 cm. The snow cover St Dev 0.23 0.73 0.70 0.86

was sufficient to push the ice surface below water level in
some 17% of holes drilled, and this leads to water infiltra- Table 2. Mean ice thicknesses for different categories of ice floe
tion into the snow layer and the possibility of formation of a drilled during 1989 Winter Weddell Gyre Study (cunesy of M. A.
new type of ice, snow-ice, at the boundary between ice and Lange).
overlying snow. The mechanism of formation of most of the
ice out of frazil and pancake explains earlier structural ward up the eastern side of the Peninsula. This journey takes
observations [Gow et al., 19821 which showed most of the about 18 months, and so permits much of the ice to mature
thickness of ice cores from the Antarctic to be composed of into multi-year (strictly, second-yew) ice. Such ice was seen
small randomly oriented frazil-like crystals, rather than the only west of 40*W in our crossing of the Weddell Sea, the
long columnar crystals characteristic of freezing onto the zone which experiences the northward drift regime.
bottom. Mult-year ice could be identified by its stncire in

It is reasonable to suppose that these mechanisms a typ- ul-ard b e d ntifie by it scuresiical of tie entire circumpolar advancing ice eige n wite cores, and by the very thick snow cover which it acquires,
(nel ofhe enti re su h avascing e edg in wier which is almost always sufficient to depress the ice surface(neglecting embayments such as the Ross and Weddell beo th waterline [Figure 5b]. Ice profile lines were
Seas). This implies that the first-year ice, which makes up divided into four types on e basis of this idenficaton:
the bulk of the winter pack, has a low mean draft of less d i iest-e a e ofies cntn
than I m. undefonned firt-yw i fir-yw ice prodes containing

Multi-year ice was virtually absent in the region covered deformed ice; undefamied multi-year ice; and multi-year
by the 1986 cruise. Only a small number of thick "islands" profiles containing defamed ice. Table 2 shows the mean
were seen (up to 11 m thicVX which are thought to be very thickness results fron these classes. It can be seen that:
old fast ice broken out from sites along ice shelf fronts. (1) The mean thickness of undeformed multi-year ice
Only in 1989 were we able to sample both first- and multi- (1.17 m) is about double that of first-year ice (0.60 in), indi-
year ice in an intimate combination, in the western Weddel cating conditions in the southern Weddell Sea which permit
Sea. The Weddell Gyre carries ice from the eastern Weddell much more rapid growth for an existing ice sheet than those
Sea deep into high southern latitudes in the southern Wed- experienced in the eastern Weddell Sea in 1986;
dell Sea off the Filchner-Ronne Ice Shelf, and then north- (2) The mean thickness of first-year ice throughout the Wed-
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dell Sea is very similar to de thickness observed in 1966 in thickness against latitude em in 1986, but with a bodily
he Maud Rise usa; northward shift of about 3.
(3) The presence of ridging roughly doubles the mean draft We conclude tha there is no evidence of a change in dhe
of die 100-m floe sections in which it occurs (0.60 to 1.03 m thickness to which first-year ice grows by congdaion in the
in first-year; 1.17 to 2.51 m in mulli-year); and eastern Weddell Sea between the 1986 and 1989 wintes.
(4) Snow is very much deeper on muld-year ice (0.63-0.79 Te difference lay in the fact that the ice edge at this loa-
m) than on first-year (0.16 -0.23 in). gitude lay much further north in 1989.
Thes classifications were caried out, and the table con- Thus, from the limited data available so far (4441 holes
structed, by K. A. Lange, and will form par of a forthcom- in 1986 and 5339 in 1989) we cannot detect a change in the
ing paper by Lange, Wadhams and Ackley. thickness of Antarctic sea ice. The datsets ae much too

If we consider only those ice stations in the passage sparse, however, and meaningful results must await the
northward out of the eastern Weddell Sea, i.e., the region development of a profiling method, from above or below,
covered in the 1986 results, we find mean ice thicknesses as which will generate genuinely synoptic maps of mean thick-
shown in Figure 7. The results have been plotted over sim- nes.
ilar data from 1986. At first sight it appears that the thick-
nesses tend to be greater in 1989, but a number of factors THE STABILIrY OF ANTARCTIC SEA ICE
should be noted. First, the 1986 plot was made to examine Frst-year Antarctic sea ice probably comprises at least
the thicknesses reached by the natural growth process; pro- 80% of the total Antarctic sea ice area in winter, and yet is
files consisting largely of ridging were excluded, and those very thin. This immediately suggests that it may be untable
with some ridging were represented with brackets around under warming, and that one consequence of global warm-
them, while in 1989 all profiles from the region ae ing may therefore be a radical reduction in Antarctic sea ice
included. Second, the 1986 northward decline in mm extent. Clearly there are regions in which instability may
thickness in the latitude range 62 to 58 represented the occur. The Weddell Polynya is a lr region of open water
aproach to a stationary, but compact, ice edge. In 1989 the which appeared in the middle of the winter pack, over Maud
ice edge lay much furthe north (the last ice was seen at Rise, during the 1970s [Zwally et aL, 19831 but has not
53044'S), although its outer regions were diffuse and com- recurred. Gordon and Huber [1990] postulate that oceanic
pos d of wide bands, characteristic of off-ice winds. Con- heat flux can be higher over Maud Rise because of the influ-
soldtedp pck ice could be studied as far north as 57, at ence of the boom topography onthe depth of the thermo-
which point Figure 7 shows that dte were some signs of cline, causing it to become more shalc-, A recent model by
melting (stations 4 and 5 relative to stations 1-3). The five Ma 1non [19901 suggests, however, ust over the Antarctic
ice Stations north of 62 in which undeformed ice was pro- Ocean as a whole the winter sea ice cover my lv- quite
filed can therefore be sen as reproducing the trend of ice sabl A typical predicted effect of greenhouse warming is
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1 IEarea and the mean thickness of the sea ice cover. We may
MEAN ICE expect the thickness of fast ice to diminish as the most direct
THICKNESS, 90 respns to wanning, and this would have important favor-
CM so able economic consequences. The areal extent of moving

70 3 2 1 2. pack ice is not coupled to air temperatures in such a simple
,o: - - way, and no predictions of the extent of retreat, or of the

S ... .reduction in mean ice thickness, have yet been made.
5- 60 Experimentally, the monitoring of ice extent is very reli-

50 . _* able using satellites, and there is no evidence of any strong

40 Y trend in sea ice area on a hemispheric sale. The monitoring
* .." of sea ice thickness on a scale sufficient to detect synoptic

30 trends is extremely difficult. In the Arctic we have a large

20, OUTWARD LEG 1986 but unsystematic set of submarine sonar profiles which
A HOMEWARD LEG 1986 show, where comparisons are possible, that the mean ice

10 01989 thickness in the Trans Polar Drift Stream far from coasts is

0 very stable, but that large fluctuations can occur in the mean
58 59 60 61 62 63 64 65 66 67 68 69 70 thickness upsream of the Greenland land boundary (where

LATITUDE. S heavy deformation usually takes place) and possibly also in
FIgure 7. Men ice thidmese from ice statio min estem Wed- the Canada Basin in summer. Further datasets, system-
dell Sea occupied during winter of 1989, compared with mean atically collected from year to year within similar regions of
thicknesm from the sae region obtained in winter 1986. the Arctic, are required to tell us whether these fluctuations

represent only the range of normal variability or do repre-
an increase in air temperature accompanied by a decrease in sent the beginning of a trend.
the vigor of the atmosnheric circulation, which would lead In the Antarctic, ice thickness monitoring is in its
to less divergence and less opening of leads. Martinson infancy, and only two systematic datasets from winter exist,
showed that a complex set of feedback mechanisms exists, both representing drilling results. No evidence of thickness
involving the fractional area of open water, the salinity of changes can be seen in them.
the upper layer, and the depth of the thermocline. Variations To achieve the level of reliability in synoptic monitoring
in the input parameters as expected from global warming that we seek, it is necessary to consider new methods of data
would not necessarily lead to disappearance of the ice but gathering. The possibilities which have been summarized all
rather to adjustments in ice concentration and upper ocean have the advantage that they can be applied to the Antarctic
structure. A winter sea ice cover, however thin, may there- where military activity is not allowed.
fore be a resilient feature of the Antarctic Ocean.
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Detection of High Latitude Atmospheric Circulation Changes Using Satellite Data

J. Turner
British Antarctic Survey, Cambridge- UK

Mt I ABSTRACT-=: Satellite remote sensing data can provide valuable information on the broad-
scale circulation of the polar regions and help in understanding changes on a range
of time scales. Early results with sounder data have suggested that they can be used
to accurately monitor tropospheric temperature changes, although further work is
needed to fully interpret these data in the polar regions. Determining the movement
of baroclinic zones and the associated synoptic and mesoscale disturbances is pos-
sible using sounder data and imagery, respectively. However, tracking of weather
systems currently requires considerable manual processing. The production of a
cloud climatology of the polar regions can be achieved using automatic processing
of imagery and the resulting analysis could be important as an indicator of in-
creasing moisture levels if a significant high latitude warming occurs.

INTRODUCTION sections the value of the various forms of satellite data avail-
The monitoring of global surface and upper-air tern- able over the polar regions in studies of global change is

peratures is now one of the most important tasks facing considered and strategies for using these data in future pro-
meteorologists because of the possible impact of "green- grams are recommended.
house" gas emission on the global climate system. Recent
research [Stouffer et al., 19891 has shown that the greatest CURRENTLY AVAILABLE SATELLITE DATA
effect of any global warming could be felt in the polar High resolution imagery. Since the 1970s high resolution
regions of the northern hemisphere with a consequent (1 kin) imagery has been available from the Advanced Very
dramatic impact on the oceanographic/cryospheric/ High Resolution Radiometer (AVHRR) on the TIROS-N/
atmospheric system. Unfortunately, the polar regions have NOAA series of polar orbiting satellites [Schwalb, 1982]. A
the poorest distribution of conventional meteorological ob- global dataset of the five-channel imagery, but at a degraded
serving stations of any area of the world. The record of tern- resolution of 4 kIn, has been maintained by NOAA/NESDIS
perature measurements from these stations is essential for since 1979. Direct reception of the full 1-km-resolution im-
monitoring changes at single sites. In regions where there agery at high latitude receiving stations is now taking place
are many surface stations it is possible to analyze the [Anonymous, 1988]. However, there is little coordination of
records of many stations together to show regional and glo- the reception and no central archive of data. AVHRR data
bal changes. However, in data-sparse regions such as the have a high, 0.1 K, radiometric accuracy with good onboard
polar regions, and in particular Antarctica, such composites calibration. The corrections necessary for tropospheric water
are unrealistic and it is difficult to demonstrate the causes of vapor and other radiatively active gases are small in polar
the changes through alterations in the general circulation. regions and so AVHRR can provide accurate ice, cloud top
Satellite observing systems on polar orbiting satellites give and sea surface temperatures.
very good spatial coverage of the high latitude areas, but Sounder data. The TIROS-N series satellites carry three
currently suffer from problems of accuracy which limit their sounding instruments: the High Resolution Infrared Radia-
usefulness for determining small trends. In the following tion Sounder (HIRS), the Microwave Sounder Unit (MSU),
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and the Stratospheric Sounder Unit (SSU). These are col- Analysis of the AMSU brightness temperatures and in-
lectively known as the TIROS Operational Vertical Sounder tegration with the existing series of MSU observations will
(TOVS) and are capable of providing temperature profdes be a high priority.
from the surface to the middle stratosphere, and humidity Monitoring of synoptic and mesoscale weather systems.
data in the troposphere [Smith et al., 1979]. Although Recent research has shown the diversity of weather systems
soundings can be produced with a horizontal resolution of occurring in the polar regions [Businger and Reed. 1989;
80 km the vertical resolution of the retrievals is relatively Heimmm, 19901. Although the role of these vortices in the
poor and more indicative of broad atmospheric layers of the general circulation is still unclear, theoretical studies of the
order of 100-200 mb deep. Global TOVS data are available Antarctic [James, 1989] have suggested that the meso-
at NOAA/NESDIS and are increasingly available on the me- cyclones occurring in the coastal region may be important in
teorological data networks for use in forecasting. maintaining the katabatic drainage flow which dominates

Passive microwave. The launch of the Special Sensor the low-level flow over the continent In parallel with these
Microwave/Imager (SSMII) on the U.S. Defense Meteor- theoretical investigations, observational studies using sat-
ological Satellite Program (DMSP) F8 satellite provided ellite data will be able to determine the interactions between
useful passive microwave data for meteorological studies. the synoptic and mesoscale systems and the possible role in
The passive microwave data provide useful information on the larger scale circulation. The prospects for automatically
sea ice extent [Comiso, 1986] and on precipitation [Katsaos tracking depressions in imagery and producing climatolog-
et al., 1989; Spencer et al., 1989]. The 85 GHz channel in ical fields of cyclogenesis and depression movement are not
particular has a horizontal resolution of 12.5 km which is good. For the foreseeable future these tasks will require con-
high enough to provide data on individual precipitation siderable manual effort as the cloud signals in the imagery
systems. are so variable. However, work carried out so far, such as

that by Carleton and Carpenter [19891, has helped under-
PRESENT STUDIES USING SATELLITE DATA stand the interaction between atmospheric systems and sea

The location of atmospheric systems. Tracking of syn- ice which need to be continued over the coming decades.
optic-scale weather systems from high latitude imagery has The monitoring of baroclinic zones in thickness fields pro-
been carried out periodically since the early 1970s [Streten duced from TOVS radiances is a far simpler task and one
and Troup, 1973]. The first studies were concerned with which can be carried out automatically.
identifying the locations of cyclogenetic regions and de- Clouds and radiation studies. ISCCP showed that auto-
termining the main tracks of depressions. As no accurate, matic analysis of satllite imagery could provide valuable
automatic method is available for analyzing imagery and data on cloud extent in remote regions. As the repre-
producing climatological tracks, the manual analysis of im- sentation of clouds is one of the weakest features of the cur-
agery is very labor-intensive, rent generation of atmospheric models these datasets will be

Cloud climatology. The International Satellite Cloud extremely important in validating the representation of
Climatology Project (ISCCP) was established as a project of moisture processes and the parameterization of cloud. They
the World Climate Research program with the aim of pro- also, however, provide a means of monitoring the inter-
ducing the first global datasets of mean cloud cover and annual variability of cloud and give the only means possible
cloud Properties [World Climate Programme, 1987]. The of detecting long-term trends in cloud cover. As the extent
project used five years of data from the geostationary and of polar cloud plays a major role in regulating the input of
polar-orbiting sateilites beginning in 1983 and has already shortwave radiation and the emission to space of terrestrial
presented some initial results. Although useful results were radiation, it is an important factor in the high latitude cli.
obtained for the tropics and mid-latitude areas the problems mate signal and may also provide an early indicator of in-
of detecting cloud over ice and snow led to less accurate re- creasing high latitude moisture.
suits in the polar regions. For this reason a special study Precipitation. Direct measurement of precipitation in the
group [World Climate Programme, 1987] has been es- polar regions is difficult because of blowing snow and the
tablished to consider new methods for the detection of cloud contribution from the formation of rime. Yet a knowledge of
in the polar regions and to re-analyze the high latitude data. precipitation over the Antarctic is vital for mass balance

studies concerned with the growth and decay of the ice
FUTURE OPTIONS sheets. New microwave instruments have recently allowed

Detection of tropospheric temperature changes. Spencer the production of the first satellite-derived fields of pre-
and Christy [1990] presented a method of detecting trends in cipitation by detecting the unpolrized, atmospheric signal
global tropospheric temperatures using channel 2 brightness from the aeas of precipitation [Katsaros et al., 1989;
temperatures from the MSU. Although their analysis was Spencer et al., 19891. Unfortunately the method is only
global the method is perhaps one of the best current options applicable over the ice-free ocean areas, and ice-free land
for detecting the first indications of bmadscale warming in areas in the case of the Spencer et aL method. The at-
the polar regions. Unfortunately the MSU is an old in- mospheric signal has so far not been identified over land or
strument and has a number of shortcomings including high sea ice. Nevertheless, the data can provide very useful in-
noise levels, broad weighting functions and a different re- formation on Precipitation over areas such as the Norwegian
sponse over land and sea areas. With the introduction of the and Barents sea in winter and around the coast of the Ant-
Advanced Microwave Sounder Unit (AMSU) [see Foot, arctic in summer. Zwally [1977] has used the microwave
1990] in the mid 1990s these difficulties will be overcome emissivity of the snow surface to determine the accunula-
and channels with strong atmospheric signals largely in- tion rate over the Antarctic continent, although this method
dependent of the surface conditions will become available. has never been fully validated.
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CONCLUSIONS observing sites they are not representative of the whole con-
Although atmospheric models are the main tool used in tint and often only show regional signals. As satellite data

climate change studies, parallel work with observational become more accurate and our ability to generate geo-
data is essential to try and detect the first indications of the physical information in the polar regions improves, so we
predicted global warming. In-situ observations from the will be able to use these data to complement the in-situ
polar regions provide the most accurate data but with so few observations and set these data in their wider context.
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/ ABSTRACT
Sea ice is examined for its potential as an early indicator of climate change by

considering how well it satisfies four criteria listed as desired characteristics for po-
tential early indicators. Results of numerical modeling studies in the 1970s and
1980s suggested that sea ice satisfies the first characteristic, that the variable be ex-
pected to exhibit a large climate signal, very well; but these results have recently
been updated in a way that decreases the success of sea ice in satisfying this par-
ticular property. Sea ice satisfies the second characteristic, that it be routinely mea-
surable on a global basis, exceptionally well through satellite passive-microwave
observations, and at the moment this is the core of its strength as a potential early
indicator. However, the absence of a solid pre-satellite database considerably hin-
ders how well sea ice satisfies the third characteristic, that it have low enough and
known natural variability to allow a climate signal to be distinguished from the
background noise, and how well it can be known to satisfy the final characteristic,
that changes in it should not significantly lag changes in other climate variables.
The conclusion reached is that although changes in the sea ice cover, when an-
alyzed in conjunction with changes in other variables, will provide important in-
formation on climate change, sea ice is unlikely any time in the near future to be a
toofinitive early indicator of climate change when considered by itself. There remain
too many uncertainties regarding the natural variability of sea ice, the full interplay
of the various positive and negative feedbacks involving sea ice, and the precise se-
quences in which past climatic changes have occurred.

INTRODUCTION distribution and areal extent of sea ice, rather than for other
Four desirable characteristics of a variable which would aspects of the sea ice cover, although some of the points

combine to make it a likely early indicator of climate made apply more generally. For instance, in the cases of the
change are: (1) the variable should be expected, from phys- discussions of characteristics 1 and 4. similar arguments to
ical theory and/or modeling, to exhibit a large climate sig- those made here would also apply to sea ice thickness,
nal; (2) it should be readily measurable on a global basis which is another sea ice variable of importance to global cli-
through routine observations; (3) it should have low enough mate.
and known natural variability to allow a climate signal to be
distinguished from the background noise; and (4) changes in EXPECTATION OF A LARGE SIGNAL
it should be expected to lead (or at least not significantly Results from several major general circulation models
lag) changes in other climate variables. Sea ice is considered (GCMs) in the 1970s and 1980s indicated that the polar re-
here for its potential as an early climate-change indicator by gions should have a particularly high sensitivity to the an-
examining it in the context of each of these four character- ticipated greenhouse-gas-induced global warming [e.g.,
istics. The arguments given are specifically for the spatial Manabe and Wetherald, 1975; Manabe and Stouffer, 1980;
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Hansen et al., 1984; Washington and Meehl, 1984; 2 in Stouffer et al., 1989], suggesting that this region would
Wetherald and Manabe, 1986]. In fact, such indications are be particularly poor for observing an early climate signal.
among the major reasons why the polar regions have been The reduced sensitivity of the polar regions in the up-
given increased attention in discussions of climate change dated models versus the earlier models can be explained at
over the past decade. Furthermore, a first-order expectation least in part on the basis of the effect of ocean currents on
of amplified polar warming could be readily argued even the sea ice simulations in the respective GCMs. As de-
prior to the GCM results, on the basis of simple positive scribed and shown by Spelman and Manabe [1984], when
feedback mechanisms involving the polar sea ice cover, ocean currents are added to a GCM, the poleward heat trans-
Among the strongest and best known of these is the ice- port produced by the currents decreases the amount of sea
albedo-temperature feedback whereby higher temperaturm ice in the control case, thereby reducing the area available
lead to reduced ice extents, which result in a lowering of the for sea ice reductions from the control case to the CO2-
surface albedo and thereby lead to additional warming perturbed case. Through the albedo effect, this tends to less-
[Kellogg, 1975; Crowley and North, 19911. en the sensitivity of the simulated polar temperatures to in-

Sea ice models simulate a sizable response of the sea ice creased CO2 [Spelman and Manabe, 1984]. The sequence is
cover to the level of polar surface air temperature increases illustrated well by the case of the models of Washington and
calculated by GCMs in the 1970s and early 1980s for the Meehl [1984, 1989]. The earlier model, which did not have
condition of a doubling of atmospheric carbon dioxide horizontal transport within the oceans and hence did not
(CO2). For instance, a prescribed 5 K warming in the Arctic advect warm water into the polar regions, simulated consid-
led to a simulated seasonal disappearance of the Arctic ice erably too much sea ice in the control case; the more corn-
pack in August and September [Parkinson and Kellogg, plete model allowed ocean transport and consequently sim-
1979], and a 5 K warming in the Antarctic led to a halving ulated a much lesser sea ice cover in the control case. The
of the wintertime ice extents in the southern ocean [Parkin- change in the sea ice simulation for the control lessened the
son and Bindschadler, 19841. Such results signify a very overall albedo decrease from the control to the case with in-
strong climate signal from the sea ice cover, especially creased CO2, contributing directly to the simulated reduced
when placed in the context of paleoclimatic studies that sug- sensitivity of polar surface air temperatures [Washington
gest that the Arctic has not experienced ice-free conditions and Meehl, 19891.
at any time during the past million years [Lamb, 19771. As with the earlier GCM simulations, the Washington
However, the large sea ice signal is in response to the an- and Meehl [1989] and Stouffer et aL [19891 results are of
ticipated large temperature signal in the polar regions, and course not definitive, and it remains possible that the plar
this latter signal is being called into question by more recent regions will show larger climaterchange signals than other
GCM simulations, regions. In fact, too little sea ice is simulated in the control

Polar results in at least two major GCMs have altered case of Washington and Meehl [1989], especially in winter,
dramatically upon the incorporation of more detailed ocean so that a greater response to increased CO2 could be ex-
calculations and the change from simulating the con- pected if the control were improved. Also, inadequate res-
sequences of an instantaneous doubling of CO2 to sim- olution and physics in the ocean formulations used by
ulating the consequences of a more realistic gradual increase Washington and Meehl [1989] and Stouffer et al. [1989]
(1% per year) in C02. This is true for models from both the could be worsening the atmospheric results over those ob-
National Center for Atmospheric Research (NCAR) in wited with atmospheric GCMs prior to ocean coupling, so
Boulder, Colorado, and the Geophysical Fluid Dynamics that the resultant simulations should not necessarily be ac-
Laboratory (GFDL) at Princeton University. In the NCAR cepted as improvements over results from earlier versions of
case, results from an updated version of the model used by the same models. Nonetheless, the newer results do at a very
Washington and Meehl [1984] show, for the December- minimum at least lessen the confidence with which it can be
January-February season in the final five years of a 30-year stated that the polar regions should exhibit particularly large
simulation, only a slight warming (0-1 K) over most of the climate signals for the specific case of CO2-induced global
southern ocean and in fact a cooling over most of the Arctic warming.
Ocean and some of its peripheral seas. The wanning and
cooling are for the surface air temperatures simulated in the ROUTINE GLOBAL MEASUREMENTS
case with increasing CO2 versus those simulated in the con- Regarding the desired characteristic that a variable be
trol case with constant CO2. The Arctic cooling is par- readily measurable on a global basis through routine ob-
ticularly strong in the area of the Greenland and Norwegian servations, sea ice fares far better than most other climate
Seas, where it peaks at over 6 K [Figure 30a in Washington variables. Although many aspects of the ice cover (such as
and Meehl, 1989], and it naturally leads to a local advance ice thickness) are not yet obtainable either routinely or on
rather than retreat of the sea ice cover [Figure 32b in Wash- even close to a global basis, and other aspects (such as dis-
ington and Meehl, 19891. In the case of the GFDL results, tinctions among new ice, first-year ice, second-year ice, and
averages for the final decade of a 70-year simulation with other ice types) are not obtainable on a routine, global basis
gradually increasing M show a warming in the Arctic without large error bars, this is not true of the overall global
(compared to the control case with constant C02) but a distribution of the sea ice cover. Spatial sea ice distributions,
prominent cooling of up to 4 K in the Ross Sea of the south- and through them areally integrated sea ice extents, are ob-
em ocean [Figure 3 in Stouffer et aL, 1989]. In fact, on the minable routinely and globally through satellite passive-
basis of zonally averaged surface air temperatures, the microwave observations.
Stouffer et al. results show the southern ocean region to be The value of satellite passive-microwave observations in
the least sensitive of all to the gradual CO2 increases [Figure sea ice studies derives from the large contrast in microwave

18



emissivities between ice and water. For instance, at a 1.55 such care is provided, then when major changes occur in the
cm wavelength, the wavelength used by the fust major sat- sea ice cover these should be readily determined through the
ellite passive-microwave imager, the Nimbus 5 Electrically satellite passive-microwave observations.
Scanning Microwave Radiometer (ESMR), the emissivity of
water near the freezing point is approximately 0.44 whereas NATURAL VARIABILITY
the emissivity of sea ice varies from about 0.80 to about Regarding the desired characteristic that to be an early in-
0.97. Although the large range in ice emissivities corn- dicator a variable should have low enough and known nat-
plicates the determination of ice types and ice concentra- ural variability to allow a climate signal to be distinguished
tions from the microwave data, the large contrast between from the background noise, sea ice does not fare nearly as
the emissivities of ice and water enables the data to be used well as it does regarding the characteristic that it be readily
to distinguish ice from water and thereby to determine the measurable. Sea ice has considerable variability, and this is
overall distribution of the sea ice cover. Furthermore, the compounded by the fact that the extent of the variability is
emission of microwave radiation does not depend upon not known. Both points are informatively illustrated by the
solar lighting, and at many microwave wavelengths at- case of southern ocean sea ice extents in the 1970s and
mospheric interference is not a major problem. Hence 19805. A marked decrease of about 18% occurred in the an-
microwave observations provide an all-weather, all-season nually averaged southern ocean sea ice extents from 1973 to
means of obtaining global sea ice distributions. Satellite mi- 1977 [Kukla and Gavin, 1981], and this decrease was briefly
crowave instruments have provided data with spatial resolu- heralded as possible geophysical evidence of a C02 warm-
tions on the order of 30 kilometers and temporal resolutions ing of the atmosphere. However, the premature nature of
on the order of 1-3 days, the former being adequate for cli- this speculation became apparent when the ice cover re-
mate studies and the latter far exceeding climate-study re- bounded in the late 1970s and early 1980s, with ice extents
quirements. Thus the technology exists, through satellite in 1981 within about 5% of those in 1973 [Chiu, 1983;
passive-microwave observations, for routinely measuring Zwally et al., 1983b]. The 18% decrease that had seemed so
global sea ice distnbutions. Details on the microwave prop- large initially, now appears to be within the natural var-
erties of sea ice and the derivation of sea ice parameters iability of the ice cover.
from satellite passive-microwave data can be found in In the northern hemisphere, overall ice extents over the
Zwally et al. [1983a], Parkinson et al. [1987], and Gloersen course of the satellite passive-microwave record have not
etal. [1991]. shown nearly as large an intrmannual variability as in the

Complementing the existence of the technology for ob- southern hemisphere, but have shown significant regional
mining routine sea ice measurements, there is a cor- variability. Annually averaged northern hemisphere ice cov-
responding commitment of the research community and erage varied over the cmue of the ESMR/SMMR record by
funding agencies, with a result that the satellite passive- less than 8%. from a minimum of approximately 11.9 x 106
microwave record has an established baseline and is ex- km2 in 1974 to a maximum of approximately 12.8 x 106
pected to continue indefinitely into the future. The existent km2 in 1982. In fact, considering the two records separately
record comes largely from three data sets, the first covering (recognizing that the ESMR and SMMR data sets are not
most of the four-year period from January 1973 through entirely compatible, being from two significantly different
December 1976, the second covering almost the entire nine- instruments), the variation is only 3% in each case, from ap-
year period from the end of October 1978 through August proximately 11.9 x 106 kn2 in 1974 to approximately 12.2 x
1987, and the third covering the period from late June 1987 106 km2 in 1975 for the four-year ESMR record, and ft i
to the present. The 1973-1976 data are from the single- approximately 12.4 x 106 km2 in 1984 to appoximaey
channel Nimbus 5 ESMR and are presented and analyzed in 12.8 x 106 km2 in 1982 for the nine-year SMMR record
Zwally et al. [1983a] and Parkinson et al. [1987] for the [Parinson and Cavalieri, 19891. However, interannual var-
Antarctic and Arctic respectively; the 1978-1987 data are iability on a regional scale over the same period was quite
from the 10-channel Nimbus 7 Scanning Multichannel large, for instance with maximum monthly averaged winter
Microwave Radiometer (SMMR) and are presented and an- ice extents in the Sea of Okhotsk varying over the nine years
alyzed in Gloersen et al. [1991]; and the data since 1987 are of die SMMR data set by a factor of 2, from 0.6 x 106 km2

from the 9-channel Defense Meteorological Satellite Pro- in 1984 to 1.2 x 106 km2 in 1979, and November monthly
gram (DMSP) Special Sensor Microwave Imager (SSMI. averaged ice extents in Hudson Bay varying even more,
Unfortunately, in contrast to the ESMR, neither the SMMR from 0.5 x 106 km2 in 1981 to 1.2 x 106 km2 in 1986
nor the SSMI provides truly global data coverage, as the [Parkinson and Cavalieri, 1989].
specific satellite orbits prevent coverage poleward of 840 The small amount of interannual variability in the sea ice
latitude in the case of the SMMR and poleward of 87.60 in extent of the north polr region as a whole seems to favor
the case of the SSMI. On the positive side, however, the the use of this variable for monitoring purposes, as it sug-
multichannel nature of the SMMR and SSMI allows im- gests a low noise level and thereby a high likelihood that
proved calculations of ice concentrations over those cal- future decreases (or increases) in the ice cover could be
culated from single-channel instruments and presents the identified as a climate signal, distinguishable from the back-
possibility of distinguishing different ice types [e.g., ground noise. UnfMnately, the brevity of the existent data
Cavalieri et al., 1984]. A sequence of at least 10 SSMIs is record again presents a problem. CeraMinly an 18% decrease
planned, with the hope that no major gaps will occur in the in annually averaged north polar ice extents over a few
data record. As with all data records, these will require care years would appear significant following the stability of the
in ensuring proper calibrations and the elimination of in- ice extents over the SMMR years (with only a 3% variation
strument drift [e.g., Gloersen et al., 1991 ], but assuming that in the annual averages); yet it is important to remember the
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18% decrease that occured in the southern ocean in the (satellite passive-microwave imagery) that provides
1970s and the fact that this decrease was apparently not a adequate spatial and temporal resolutions for climate stud-
climate signal, in view of the subsequent southern ocean ice ies. Hence as changes occur in the global sea ice dis.
extent increases. Furthermore, the southern ocean ice extent tributions these can be readily determined. However, the
was stable during the nine-year SMMR period, just as the fact that sea ice has high interannual variability, at least on a
northern hemisphere ice extent was [Gloersen et aL, 1991]. regional basis, combined with the uncertainty in the extent
There is no immediate reason to discard the possibility that of the variability, due to the brevity of the global sea ice
the ice covers of both hemispheres undergo periods of rapid record, tends to lessen its potential as an early indicato.
change intermingled with periods of seeming stability and This follows because of the difficulty of knowing how much
that a longer data set might show 18% or greater decreases the ice cover must change before a climate signal can with
to occur as naturally in the northern hemisphere as in the confidence be said to have emerged above the background
southern hemisphere. The available data sets are simply too noise; standard deviations can be calculated for the satellite
short at the present time to determine what level of fluctua- passive-microwave sea ice data and statistical tests can be
tion should be considered part of the natural variability, applied, but these data go back only to 1972. Another corn-

plicating factor concerns the issue of leads and lags. How-
LEAD/LAG EXPECTATIONS ever well measured a variable is and however large its even-

The issue of whether sea ice leads or lags other climate tual signal, it will not be an a& indicator of climate
variables is an issue hindered even more by inadequate data change if its changes significantly lag those in other well-
sets than the issue of the natural variability of sea ice. Cer- measured variables. Historical studies are incomplete and
tainly on a seasonal basis sea ice lags many variables, with present varied results on the lead/lag issue.
surface air temperature being one primary one that it lags To encapsulate the preceding comments, sea ice can be
significantly. For instance, maximum ice extents in both the informally "graded" regarding each of the four desired char-
Arctic and Antarctic occur about a month after minimum acteristics listed in the Introduction for potential early
surface air temperatures, and minimum ice extents occur indicators of climate change. Based on the arguments pre-
about a month after maximum surface air temperatures sented and with some regard for other potential early in-
[Parkinson et aL, 1987, and Zwally et aL, 1983a, for the dicators, such as continental snow cover, permafrost, sea
Arctic and Antarctic respectively]. However, seasonal lag- surface temperature, surface air temperature, coral growth,
ging does not imply climatic lagging, and whether or not on cloud cover, and desertification, sea ice can be given a hes-
a climate time scale changes in sea ice tend to lead or lag itant "good/fai" for the expectation of a large climate sig-
changes in other variables remains uncertain. In fact, the nal, an "excellent" for being routinely measrable on a
data to settle this issue might not even exist. Satellite data global basis, a "poor" for the amount and uncertainty of its
do not cover nearly a long enough time period; pre-satellite natural variability, and a question mark, or "incomplete," for
historical data are very incomplete for many variables, sea whether or not its climatic changes will significantly lag
ice included; and dating of paleoclimatic data tends to have those of other climate variables. To reiterate a point made
error bars far broader than would allow the determination of earlier, this grading is basically for sea ice distributions (and
leads or lags of the order of relevance here (years to extents, calculated from the distributions) as a climate var-
decades). Resolution of the lead/lag issue will presumably iable and not for other aspects of the sea ice cover. For sea
involve a combination of modeling and improved historical ice thicknesses, although the expectation of a large climate
and paleoclimatic data sets, improved both in terms of in- signal might be high, the potential as an early indicator
creased spatial coverage and in terms of more precise would be seriously hurt by the limited amount of in-
dating. formation on past sea ice thicknesses and by the fact that ice

thicknesses at present are not easily measured and certainly
SUMMARY AND CONCLUSIONS are not obtainable on a global basis.

This study provides a mixed picture of the likelihood that It is very unlikely that any climate variable will satisfy all
sea ice will emerge as an early indicator of climate change, four desired characteristics for potential early indicators
with its strongest attribute being the ease with which well. It is much more likely that as climate change occurs it
changes in the global sea ice cover can be observed, and will be best identified not by an individual variable but by a
several of its weakest attributes centering on the lack of a suite of variables. As an important component of the climate
solid pre-satellite sea ice database. The first of four criteria system, sea ice should certainly be considered among the
listed for a potential early indicator is that the variable be large complement of variables which together present the
expected to exhibit a large climate signal. This expectation ever-altering picture of global change. This is especially true
seemed to be met by the results of numerical modeling stud- in view of the fact that global sea ice distributions are being
ies in the 1970s and 1980s, but two updated GCM studies in so well determined from satellite observations, so that major
1989 considerably weakened this expectation by suggesting changes in the ice cover can be identified with much greater
that the polar regions might not show as straightforward and certainty than can changes in many other climate variables.
anomalously high a sensitivity to, for instance, atmospheric
CO2 increases as had formerly been simulated. This issue is ACKNOWLEDGMENTS
therefore more questionable than might have been the case The author very much appreciates constructive scientific
prior to 1989. comments received from John Walsh, plus research funding

The strongest point in favor of sea ice as a potential early received from the Oceanic Procemes Branch at NASA
indicator of climate change is that the sea ice cover is being Headquarters.
routinely monitored on a global basis with a technology
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Variability of Antarctic Sea Ice
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ABSTRACT
Previous analysis of the Antarctic sea ice cover, as observed by satellite passive-

microwave sensors beginning in 1973, showed significant inter-annual variations in
the ice extent and the open water within the ice pack, but no significant long-term
trend. In this paper, ice maps using several parameter-extraction algorithms and
recalibrated Nimbus-7 SMMR data are compared with the Navy-NOAA ice maps,
showing significant quantitative differences and the need to use a consistently cal-
ibrated and analyzed data set. Regional inter-annual variations in the sea ice area
continue to be as large as 30%, compared to about 10% in the overall coverage. For
periods of 3-5 years, more ice area in winter appears to be associated with less ice
in summer. For longer periods, the changes are similar in all seasons. However, the
overall change in ice extent over 15 years is not considered to be significant. Sim-
ilarly, there is no significant change in the amount of open water within the ice
pack.
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Sea Ice Variability in the Nordic Seas

Torgny Vinje
Norwegian Polar Research Institute. Oslo Lfthasm, Norway

ABSTRACT
V/ The variability of ice distribution in the Nordic Seas is considered for the period

1966-1988. The average maximum extension is found to be nearly constant for the
whole area, except for the Iceland Sea where there is a reduction of about 33%. The
average minimum extension shows a reduction between 13% and 40%, except for
the Greenland Sea where the changes are insignificant. The largest reductions in the
minimum extension are observed in the Barents and the Iceland Seas. Although
these calculations are based on regression analysis, rendering the best estimate of
the observed changes, the variability is so large that the series becomes too short for
statistically significant conclusions. A comparison with older data shows that the
average minimum extension of the ice in the Barents Sea has decreased drastically
since the turn of the century.

Estimations made for the Barents Sea suggest that the average increase over the
last two decades of the area being melted from the end of April to the end of
August may be caused by either a decrease in the ice thickness of about 17% or an
increase of the heat input of about 20%, or a combination of these effects.

INTRODUCTION BOUNDARY CONDITIONS AND
The Nordic Seas lie in the area with the broadest opening TEMPORAL TRENDS

into the Arctic Ocean and where therefore low-pressure sys-
tems may move farther north than anywhere else without The Ba'ents Sea and AdJaent Part of the Arctic Ocean
being affected noticeably by continents. Apart from atmos- The western part of the Barents Sea shows the lowest var-
pheric effects, the heat budget of the area is dominated by iability in the maximum extension (Figure 2). This is due to
the world's most concentrated meridional exchanges of the welldefined shelf break which here separates the
water and ice. The variability in both oceanic and atmos- wanner and colder water masses more distinctly. The
pheric fluxes is mirrored in the high variability of ice extent extreme high variability observed in the eastern part can to a
in the region. While the maximum extension of the ice cover large extent be ascribed to the lack of a shelf break in this
mainly is determined by the distribution of cold and warm area. This entails that the ice conditions in the eastern part
water masses, the minimum extension is determined mainly should be controlled to a higher degree by the changing
by meteorological factors, such as the track of the cyclones, effects of the atmospheric circulation and corresponding
circulation intensity, and particularly the radiative effects on changes in the oceanic heat fluxes.
ice and open water in the ice fields. As the distribution of During the freezing season, winds from the east reduce
cold and warm water masses as well as the boundary condi- the influx of warmer water from the Norwegian Sea and
tions for the various Nordic Seas are so individually differ- force the ice fields to expand westward due to cooling and
ent, it is natural to consider the various seas separately. wind drift, while the opposite will take place when the Bar-
Because of the interaction with the Arctic Ocean, adjacent ents Sea Low is active. Then we may observe open water far
parts of this ocean have also been added to the Kara Sea, the to the north along the western coast of Novaja Zemlya in the
Barents Sea and the Greenland Sea when evaluating the middle of winter.
temporal trends of the ice distribution (Figure 1). The Barents Sea is on an average an ice source for the
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GIRMAM WFigure 4 Monthly mean sea surface termPeratures in the Nor-
wegian Sea east of PW between 65 and 7*N as averaged from
the weekly ice mnap edited by the Norwegian Meteorological
Imtitute.

extension in the Barents Sea. A decadal variation is also
suggested for the Barents and Kara Sea region jointly by a

I'S,.ti 55 .55 111 II 5,5 ,,* **~comujpelieusive investigation made for the whole Arctic by
Mysak aid Manak (19891. Although we consider a smaller

. . . .. . . . . am(theBarets Sa),there isafair corespondence
ICILM MAbetween the occurrences of maximwrn and minimwrn ice

* extensions in both investigations.
A branich of wanner water from the Norwegianl Sea flows

- into the southerni part of the Barents Sea. Heland-Hansen
* and Nansen [19091 found that climatic variations in the Bar-

ents Sea were lagged one year with respect to the Lofoten
oceaogrp1i section. A similar correspondence may be

a "M&detecA when comparing Figure 3 with the surface temn-
peratures in the Norwegian Sea, west of Lofoten (65-0N
(Figure 4). ie comparison indicates a negative corelation

"M VIAbetween the ice extension in the Barents Sea and the surfiace
temperature in the Norwegian Sea. with a minimum ten-
perature in 1978 corresponding to a maximum sea ice exten-
Sion one year late in the Barents Sea. Although 1979 was
an unusual year. with a deviation in the atmospheric ciivula-
tion strongly favoring ice formation in this area (Vinje,
19801, the present comnparisont indicates that amplifying sig-
nals affecting the ice conditions here may also be advected

- fom the south as suzgested by, e.g., IHeIland-Ilazseii anid
Nansen [19091.

The observation series of minimum extension based on
Figue 3. Monthly m ice extent, given in km2 for tdiffel weky i maps indicates an average reduction of about
Nordic Seas The brzct line above die tim ax indicates f 40% over th last 23 year in the Barents Sea and the adj-

a of te adjaen pt of t Arctic Oce t has been ncledan of wm 6 5 a
for fth cawcuyo of the change in te average maximm Kdpet i
minimum extensios. The data bas is the sow as for Fgu 2. in contra to the averge maximum extension which shows

no signuiit change over the same period (Figure 5, upper
part). Although these calculations are based on a regression

Arctic Ocean and an ice sink for the Kara Sea [ZMWm analysis rendering the best estimate of the observed change

19761. There is, however, a seasonal variation, indicating a in the average extension, the variability is so large that the

reveuied ice exchange between the mentioned sew during series becomes too short for statistically significant conclu-
sions For example, a maximum of 16% of the variance can

the warmer season. Assuming the ice thickness to be 2 m, be explained by the time variable for the regressions con-
the annual average net influx from the Kar Sea will amount sidered above. This should be kept in mind also when con-

to about 500 km3 and the net export to the Artc Ocean will sidering the observed average changes for the other Nordic
be an order of magnitude less [Vine 19881. d -

e maximum and minimum extensions of the ice gener- Ad ing to the monthly average ice barders given in
aly occur at the end of April and August, respectively (Fig- the Yearbooks of The Danish Meteorological Institute

ure 3). There is a grat interannual variability with an (Loeng and Vinje, 19791, a reduction of the ice extent at the

indication of a decadal periodicity in the maximum ice and of the melting saon is a continuation of a trend
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o nitude for the possible extreme clanges of the two param-
eters to which the indicated change in the ice extension
could be attributed. It is more likely to assume that a small
change in both parameters may take place. Then, for exam-
ple, if a 10% reduction in the ice thickness has taken place,
this would balance with an increase of the heat input of only

19G8 1972 1976 1980 1984 198 8%. This shows that relatively small variations in the ice
YEAR thickness due to a small variation in the freezing, an a

6 small increase in the heat input that melts the ice, may result
. ___,_............ _ ,in a large variation in the ice extension. The calculations

made above suggest a percentage accuracy with which the
parameters in question should be measured to provide reli-

o able results for detailed budget studies.

The Iceland Sea
_ _ __ The ice conditions in the Iceland Sea are determined by

9'68 1972 1976 ;980 1984 1988 the influx of multi-year ice from the Greenland Sea as well
YEAR as local ice formation in the East Iceland Current extending

Figure S. The maximum and minimum extensions of sea ice in the southeastward from the East Greenland Current. When the
Barents Sea and adjacent part of the Arctic Ocean at the end of Icelandic Low is in position, the southern area of the sea
April and August, 1966-1988, with regreson lines. will generally be kept free of ice by easterly winds. How-

ever, when the atmospheric circulation becomes and-
cyclonic, during blocking situations, the surface layers of

extending back to the turn of the century. The most rapid this cold current are speeded up together with colder air
decrease in the Barents Sea proper was observed during the influx from the northwest. The improvement of the ce con-
first three decades of this century, from about 270,000 km2  ditions north of Iceland since the extreme year of 1968 cor-
in 1898-1922 to about 110,000 km2 in 1929-1939, with a responds to a change in the deviation from the long-term
slower reduction from the latter period to 1966 when the monthly mean at Reykjavik of about 7 hPa in May 1968 to
average minimum ae was reduced to about 80,000 km2. about -7 hPa in May 1971 according to air pressure maps.
Today the average minimum ice border in this region has The variable influence of the atmospheric forcing field over
withdrawn from the Barents Sea into the Arctic Ocean. the Iceland Sea makes the ice conditions hem very variable

This long-term trend is now the subject of a special inves- (Figure 2).
tigation using the individual, older observations to obtain a Both the average minimum and maximum extensions
better temporal resolution of the ice extension. The weekly show a decrease in this area for the last 23 years, amounting
changes are so large, particulary during the melting season, to about 40% and 33%, respectively. Maximum extensions
that important signals may be masked when considering were observed in 1968 (320,000 kin2) and in 1979 (240,000
only monthly averages. kin2). The sea ice disappeared completely in this area during

It is of interest to estimate the order of magnitude of the September 1985 and 1986 (Figure 3).
changes in two of the parameters that could cause the indi-
cated temporal trend. We have the following relationship The Western Kara Sea

and Adjacent Part of the Arctic Ocean
Q=/(AAIHI)i96 - Q2/(AA 2H2)I988 The K= Sea is relatively shallow. It is bounded by

islands and the mainland, and the ice drift is mainly deter-
where Q is the heat quantity needed to melt a volume of ice mined by the atmospheric stress field. The ice cover consists
given by the area AA and the average ice thickness H. of first-year ice or summered-over multi-year ice formed

The long-term maximum average is about 950,000 km2. locally.
while the minimum average has decreased from 320,000 to Also in this area the observations show a temporal reduc-
195,000 km2 from 1966 to 1988. This gives tion of the average minimum extension, amounting to about

13% for the last 23 years. The Western Kara Sea has been
AAI/AA 2 = 1.2 and HI/H 2 = 1.2 QI/Q2 covered with ice at the end of the freezing season for the

whole period considered (Figures 2 and 3).
Then, if the ice thickness is unchanged with time due to

unaltered freezing, the heat needed to melt the ice would The Greenland Sea
have to be increased by 20% to account for the change in and Adjacent Part of the Arctic Ocean
the melted area. If, on the other hand, the heat input needed The ice fields in the Greenland Sea are dominated by the
to melt the ice is unchanged with time, the ice thickness large influx of multi-year ice from the Arctic Ocean through
would have to be decreased by 17% to balance the increase Fram Strait. The influx past the 80th parallel amounts, on
in the melted area. This would imply a decrease in the ice average, to 4500 km3 of ice per year [Vinje and Fnneksa,
thickness of 0.25 m over the 23-year period, provided an ini- 1986], equalling a fresh water supply of the same magnitude
tial ice thickness of about 1.5 m in 1966. as the Amazon. Measurements by an upward-looking sonar

On the basis of the observed average reduction in the ice of the ice thickness distribution over a year at 75*N suggest
fields, the above estimations should give the order of mag- a net annual reduction of this ice flux of about 30% between
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the two latitudes [Vinje, 1990]. This indicates that a net extent in the Greenland Sea during the 23-year period. This
amount of about 1350 km3 of ice is melted annually in the is in contrast to what we have found for the other Nordic
mentioned area. If this meltwater were equally distributed in Seas where marked changes were observed for both or one
the Greenland Sea between 75 and 800 N, it would core- of the averaged extensions. This difference might be due to
spond to a 3-m-thick fresh water layer. The melting of sea the fact that the Greenland Sea is the only Nordic Sea that is
ice represents accordingly a potential for a marked effect on dominated by ice import from the Arctic Ocean. If, for
the stability of the water masses in this important convective example, there occurs an overall reduction in the ice thick-
area.

The most dominant ice feature in the Greenland Sea dur- ness due to increased melting or reduced freezing, this

ing the freezing season is the ice promontory called Odden, would be reflected more by a reduction in the ice extent in

observed to extend for shorter or longer periods north- the other areas where the ice is markedly thinner. In this
eastward from Jan Mayen over the Mohn Ridge. The most connection it may be noted that a marked average reduction
extreme and persistent development of this feature seems to in the average minimum extent is observed in the bordering
take place when we have an intensified atmospheric cyclo- Icelandic Sea for the period in question.
nic circulation in the area which corresponds to that in the
ocean. This was the case in March 1970, 1979 [Vinje, 1980] ACKNOWLEDGMENTS
and also in 1989 when the monthly deviation from the long- Thanks are extended to G. Kjzrnli for having made the
term mean atmospheric pressure was -14 hPa for the men-
tioned month. Otherwise Odden may develop temporarily quality control of the great number of ice maps that have
between passages of lows which disintegrate and melt the formed the basis for the digitized data set and to . S. John-

ice in the promontory. The variability of the ice extension in sen for the performance of the statistical calculations. The

this area is therefore particutrly high (Figure 2). work was carried out under a contract with the Operators
The observation series shows no significant reduction in Committee Nord of the oil companies. Norsk Polarinstitutt

either the average minimum or the average maximum ice Contribution No. 274.
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ABSTRACT
The Scanning Multichannel Microwave Radiometer (SMMR) which operated

onboard the Nimbus-7 satellite from October 1978 to August 1987 obtained
sequential synoptic observations of the entire Arctic and Antarctic sea ice covers
every 2 days through the clouds during night and day. It is a unique almost decade-
long data set of the large-scale behavior of sea ice on earth. This paper presents the
results of an analysis of SMMR observations of the Arctic, Antarctic, and global
sea ice area, extent, and open water within the ice pack. These data are corrected for

,m instrumental drift and errors due to variations in the ecliptic angle. Also presented is
an analysis based on a combination of Fourier and ordinary least-squares regression
techniques which yields their interannual variations and trends. In the power spectra
of the Arctic and Antarctic sea ice areas and extents, the largest peaks art the dom-

- inant annual cycles, the second and third harmonics which are distinct, and the
I ___ fourth and fifth which are identifiable. In order to remove the seasonal cycle, the

C% p first five harmonics are subtracted from the area and extent data, obtaining the
0residuals from which the trends are determined. During this 9-year period, the Arc-

- tic ice cover has negative trends of 1.9 ± 1.3% for the extent and 1.6 ± 1.6% for the
area, with confidence levels of 95% as defined by the two-sigma criterion. During

vtAhis time, the Antarctic ice cover is trendless both in extent and area. However, the
global trend is -1.0 ± 0.7% at the 95% confidence level. In the Arctic, the average
seasonal range of open water area is from a minimum of 1.6 to a maximum of 3.2
million square kilometers. At the time of maximum ice extent, the amount of open
water is typically 10%. In the Antarctic, the average seasonal range of open water
area ranges from a minimum of 1.5 to a maximum of 4.5 million square kilometers.
At the time of maximum ice extent, the amount of open water is typically 25%. The
residuals and trends of the open water variations in the ice packs are discussed.

INTRODUCTION unique almost decade-long data set of the large-scale behav-
The Scanning Multichannel Microwave Radiometer ior of sea ice on earth. These data are presently being

(SMMR) which operated onboard the Nimbus-7 satellite recorded onto CD-ROMs in a series of 12 disks, which will
from October 1978 to August 1987, the longest period of be available before the end of calendar 1991 from the
observation ever accomplished by a satellite-borne passive National Snow and Ice Dam Center in Boulder.
microwave instrument, obtained sequential synoptic obser- In a recent paper [Gloersen and Campbell, 19881, the
vations of the entire Arctic and Antarctic sea ice covers nearly 9-year span of SMMR observations, uncorrected for
every 2 days through the clouds during night and day. It is a insrument drift and errors due to variations in the ecliptic
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angle, were used to derive variations of the Arctic and Ant- SMMR instrument drift in the horizontally and vertically
arctic sea ice extents and areas, and their sum, the global sea polarized components of the 0.8- and 1.7-cm wavelengths
ice extents and areas. The ice extent is the total area (37 and 18 GMz) channels utilized in the sea ice concentra-
enclosed by the ice perimeter or edge including areas of tion calculations is an average of the polar ocean radiances
open water in polynyas and leads. Therefore, the sea ice between the 50 parallels and the ice edges [Gloersen et al.,
area is the extent less the area of the open water. The initial 19911. Briefly, the instrument drifts are determined on the
regression analysis of these uncorrected data [Gloersen and premise that the averaged polar oceanic radiances are invar-
Campbell, 19881 indicated that trends of -4% in the maxima iant with time, and so the observed d-ift in these oceanic
of the annual ice extents and -5% in the minima occur in the radiances constitutes instrument drift. Since the SMMR
Arctic over the 8.8-year span. The goodness-of-fit param- radiometers are of the Dicke type, no drifts are expected
eters (R2) are 0.4 and 0.1, respectively. The trend in the Ant- when observing targets radiometrically equivalent to the
arctic ice extent maxima was reported as -3% 0 2-0.1). internal warm references, and none are observed in these
However, there was noted a statistically more significant channels. The actual correction for drift is scaled according
trend of -5% (R2-0.8) in the maxima of the sum of the two to the relative position of the observed radiance between the
polar packs, which is termed the global ice extent. oceanic and warm refeence values. (Note that the space

The key question posed by this earlier paper, and left horn reference antennae do not detect instrument errors
unanswered, was: if the global ice extent maxima show a occurring between the microwave antenna/reference
significant negative 8.8-year trend, what occurs within the switches and the main antenna dish.)
separate Arctic and Antarctic sea ice extent curves, the The SMMR radiances used in this analysis are corrected
sources of this trend, beyond what occurs at their annual for these drifts and for variations with ecliptic angle
extrema, which represent but a small sample of the total [Francis, 1987; Gloersen et al., 1991]. Further, we use the
SMMR data set? This question led to the surmise that the 15% ice concentration isopleth as the ice edge in addition to
trends of the individual annual ice extents can only be dis- a weather filter [Cavaliei et al., 1984; Gloersen and Cav-
cerned by analyzing the complete every-two-day ice extent alieri, 1986] to reduce false ice signatures over the oceans
data. Perhaps the answer lies in the shape of the individual due to storm effects. We decided to use the 15% isopleth for
annual ice extent oscillations, the ice edge in line with similar analyses with the Nimbus-5

This paper presents the entire set of the 8.8-year SMMR microwave data [Zwally et al., 1983; Parkinson et al., 1987.
Arctic, Antarctic, and global sea ice extent, ice area, and In the earlier SMMR study [Gloeren and Campbell, 19881,
area of interior open water observations which have been only the weather filter was used, which places the ice edge
calculated from radiances corrected for instrumental drift between the 8% and 12% ice concentration isopleth,
[Gloersen et al., 1991] and errors dependent on ecliptic depending on ice type. As a final correction, we discovered
angle [Francis, 1987; Gloersen et al., 1991]. These data are that the Arctic land mask used earlier [Gloersen and Camp-
presently being prepared at NASA/Goddard for inscription bell, 1988] for the mapping of the SMMR images was too
onto a set of 12 CD-ROMs, which is scheduled to be avail- large, which leads to an overestimation of the land area, and
able from the National Snow and Ice Data Center in Boulder a consequent underestimation of the oceanic area. Accord-
late in 1991. Also presented are the results of an analysis, ingly, we revised the logic for developing the land mask
based on a combination of Fourier and ordinary least used here. In so doing, we have also improved the area cal-
squares regression analyses, which determines their inter- culations with the proper use of both the equatorial and
annual variations and trends. The global sea ice coverage is polar earth radii rather than just the equatorial radius as was
obtained by summing the Arctic and Antarctic results. The done in the previous studies with the Nimbus-5 data. The
phasing of global coverage is an important consideration for net result of all of these corrections is that tie magnitude of
global atmospheric and oceanic circulation models. Among the SMMR ice extent variations shown in Figure I is about
other things, variations in global sea ice coverage translate 7% greater in the Arctic and about the same in the Antarctic
into variations in the global oceanic albedo. than those reported earlier [Gloersen and Campbell, 1988.

The Nimbus-5 Arctic sea ice extent data [Parkinson et al.,
OBSERVATIONS 1987] should be about I% greater.

Since the earlier publication [Gloersen and Campbell, The Arctic, Antarctic, and global ice extent and area vai-
19881, there has been additional analysis of the SMMR ations shown in Figures 1 and 2 are determined with the
instrument drift and instrument errot due, among other entire corrected SMMR data set of the polar ice covers. On
things, to unequal solar heating over the course of an orbit the average, this occurs every other calendar day, but there
[Gloersen et al., 1991]. The drift analysis includes first are brief periods of every-day operation or no operation
removing the annual and semiannual cycles from the aver- occurring in less than 1% of the data set. An uneven data set
age oceanic radiances poleward of 50*N and 50*S to the ice is not suitable for the Fourier analysis used here, and so an
edges. Second, the ascending and descending portions of the evenly spaced time series of alternate days was produced by
orbital data are averaged separately in each hemisphere in removal of extra days and interpolation to fill a few gaps.
order to observe the seasonal variations of solar effects on An ordinary least squares regression analysis of the Arc-
the instrument [Gloersen et al., 1991). This procedure for tic and Antarctic ice extent cycle curves shown in Figure 1
removing the annual and semiannual cycles also removes results in a preliminary determination of their trends. These
the 9-year means, and upon comparison the four results for observations cover a period with a fractional number of sea-
the ascending and descending, north and south polar aver- sonal cycles. The Arctic ones start when the pack is rapidly
ages are found to be nearly identical. The radiation refer- growing towards its 1979 maximum extent and ends near its
ence used for the detection and subsequent correction of 1987 minimum. The Antarctic ones start soon after the pack

29



Arctic le Extent. Residual, and Trend 27 Reidual anid Trend of Global foe Extent

m V V2

B3 5__ a___o_2 _4 as B

Yewr Year

ao Antarctic lee Detent. Residual,_and Trend M Residual and Trend of Antarctic lee Extent

I E 13

I I I 

01 11

Yew 78 114 W
YeYew

35 Global Ice Extent, BesiduaL arid rend 14 Reeldal and Trend of Arctic fee Extent

m30

j15__ __ _

F~gure 1. The aa enclosed by the margin of the sea aCe Covens (extenit), the residuals after ranoval of the frs five bainoics of the sea.
soalccls adth ie o teArtc Anaciadtersm(lobal) from Octbe 25, 198tI ugsM0 197Te extent were
detrmne frm heveticll plvize raac es. at !: waeetsof 0.8 A 1.7cmn obtained bythScnigMlianeMcowvRd-

ometer (SMMR) on board the Nunbus-7 spacecaft The radiance were coirected for inranental long-zan drift and variCiWsB m idsem
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attains its 1978 maximum extent and ends just before its due to the large amplitudes of dhe seasonal cycles. In ode
1987 maximum. The following trends am so oubtaied -2.6 to remove the bias to the tred due to a frationa number of
± 1.3% in the Arctic and -IA.4±15% in the Antaci. The seasonal cycles and to produce a nornally distributed dama
error estimates are based on twice the standard deviations of set, we developed a procedure for removing the seasonal
the slopes, which means that if the data were normally dis- cycle, or deseasoning the observations, as described lawe.
tributed, then there would be a 95% probability that the Variations of the Arctic and Antarctic sea wce areas mid
slopes would lie within those limits. However, a histogramn extents for the Siyear SoM record are suntmed to pro-
analysis shows that these data are not normally distributed vide the global curves shown in Figures 1 and 2. An impor-
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Figure 2. Samea Figure 1. except for the areal coverage by sea ice (sea ice yes).

tant observation to be made from the global ice are and other hand. a histogram of the detrended cntire Arctic iwe
extent oscillations is that they vary anually by as much as extent data set (Figure 1) or, more poperly, eight of the, 8.8
35%, representing a substantial annual variation in the years of the data (to find the trend through a whole number
amount of latent heat stored in the global oceans. of annual cycles) shows these data to be not normally dis-

REMOAL O ANNAL CCLEtributed due to the large amplitudes of the seasonal cycles.
REMOVL OFANNUL CYLE Me trend of data so distributed has questionable statistical

The earlier procedures used for trend analysis of the significance [Davis, 19731. In order to remove the bias to
extrema of the sea ice extents or their annual averages the tend due to a fiactional numnber of seasonal cycles and
[Zwally et al, 1983; Parkinson et al.. 1987; Gore and to produce a normally distributed dona set, a procedure is
Campbell, 1988] suffer from some inadequacies. Annually used to remove the seasonal cycle.
averaged data or data limited to the vicinity of extrema Power specra obtained from the Fast Fourier Transformn
result in very few points and, when subjected to trend analy- (FF1 of the cohrected SMR time series of Arctic and Ant-
sis, yield unacceptably wide 95% confidence limits. On the arctic sea ice extents wa area show five, identifiable bar-
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Figure 3. Sam e as Figure 1 excep for the am of les aid polynyas (open water within the pack).

moncs of the annual cycle resulting from the shapes of die removed are also shown in Figures and 2, with the linear

seasonal ice xtent oscillations. TUh seasonal oscillations are trend lines of the anomalies superimposed. It is tempting to

removed by subtracting all five of these harmonics of the contemplate also removing the multiple-year cycles remain-

annual cycle. To improve the precision of the procedure, the ing in the residuals, but, unlike the seasonal cycle (as syn-

amplitudes and phases of the five harmonics of the Arctic thesized by the sum of the first five harmonics of the annual
and Antarctic annual cycles are determined by means of cycle), their periods are also unknowns as well as their
multiple linear regression, using the individual sines and amplitudes and phases and so symhiesizing and removing
cosines of each harmonic as the independent variables, them would lead to controversial results.
rather than utilizing the amplitudes of the five harmonics in

the complex FMr. The coefficients of multiple regression SEASONAL CYCLES OF THE OPEN WATER

(R2) for the fit of the five-harmonic seasonal cycle to the AREAS WITHIN THE ICE PACKS

data are 0.98 and 0.99 for the Arctic extent and area, and The sea ice area curves (Figure 2) are subtracted from the

0.96 and 0.99 for the Antarctic. The residuals (anomalies) of sea ice extent curves (Figure 1) to produce curves of open

the polar ice extents and areas with the seasonal cycles water within the polar packs, which we designate as leads
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and polynyas (Figure 3). It should be noted that this differ- alies) also has a significant trend, -1.0 ± 0.9% at the 95%
ence also includes contributions from various forms of new confidence level
ice of short persistence which are characterized by lower The procedure for removing the average seasonal cycle
radiances than thicker first-year ice, in some instances from the ice area and extent anomalies is difficult to apply
because of a thin moisture layer on a highly saline surface to their difference, the polynyas and leads, because too
[Ramseier et al., 19751. The seasonal variation in the areas many Fourier components are required to obtain a good sea-
of leads and polynyas on the global scale (Figure 3) is dra- sonal average. Therefore, as in the case of the global areas
matic, with a range of about 75%. Since there is a 2-3 and extents, the anomalies of the polynyas and leads were
order-of-magnitude difference in the rate of sensible heat obtained from a combination of the area and extent results
exchange between the atmosphere and the global surface (Figure 3). Application of ordinary least squares analysis to
depending on whether that surface is ice or water [Badgley, the residuals does not lead to significant trends in the areas
1966], annual fluctuations of this magnitude are expected to of the leads and polynyas for the 8.8 SMMR years.
play a significant role in weather patterns associated with
the sea ice canopies and the oceans bordering them. DISCUSSION

The open water peaks within the Antarctic ice pack occur A number of studies have suggested that changes in the
during the times of maximum ice extent during the late aus- global average air temperature might be detectable by
tral winter and spring. Maximum open water occurs in the observing changes in the extents of the polar sea ice covers
austral spring, consisting of approximately 18% of the area [Sissla et al., 1972; Streten, 1973; Budd, 1975; Kukla and
enclosed by the ice boundary. Gavin, 1981; Carsey, 1982; Zwally et al., 1983; Parkinson

The open water peaks in the Arctic occur in the late et al., 1987]. After the Nimbus-7 SMMR observations are
spring to early summer and are approximately 25% of the corrected for instrument drift and variations with ecliptic
total ice area at that time. At the time of maximum ice angle, they give us a unique look at the variations of these
extent, the amount of open water within the Arctic pack extents every 2 days for almost a decade. It is the most accu-
decreases to 9%. raw and comprehensive such record ever obtained. The

ANOMALIES AND TRENDS OF THE ICE EXTENTS, trends of the residuals obtained from the Arctic (-1.9 ±

AREAS, AND OPEN WATER 1.3%) and the global (-1.0 ± 0.7%) sea ice extents may be
The Arctic ie e nt anomalies (Figure 1) are normally signals of climate change. The large amounts of open water

isthibte adriaice e t qua es (Figures 1)aes no y within both polar packs during all seasons, much larger than
distibuted and ordinary least squares analysis [Davis, 1973] has be assumed before passive microwave observatiomproduces a trend of -1.9 ± 1.3% at a confidence level of ocurimshaesoniflnesnrgoalndg-

95% (the limits being two standard deviations) over the occurred, mst have stng influences on regial and go-
nearly 9-year SMMR record. The anomalies of the Antarctic bl climates, yet to be studied.

sea ce xtets howa tendof 0.1± I% a a 5% on- We wish to emphasize that the near-decade of SMIMRsea ice extents show a trend of -0.1 ± 1.4% at a 95% con- obserations is not suffiiently long to establish clearly a

fidence level While the Antarctic residuals are also nor- osnati isend. Wh en h eseare c erwith

mally distributed, this trend is statistically insignificant. The climate trend. When these findings are combined with

anomalies of their sum, the global sea ice extents, have a records of significant changes of other large-scale phe-
trend of -1.0 ± 0.7% at the 95% confidence level. This trend nomena which have occurred during the same decade, the
has slightly narrower 95% onfidence limits tn tensemble presents a possible case for global warming. Stud-by itself, arobably because of the tendency of e diffc ies of changes of the global atmospheric air temperaturebyeri o of the t ndens of the feing [Hansen and Lzbedeff, 1988; Jones et al., 1988] have found
periods of the Arctic and Antarctic undulations in the sumid. that a dramatic increase commenced in 1974 and persisted
uals; to cancel each other in their sum.

It is interesting to examine the undulations of thae Arctic until the 1980s, which became the distinctly warmest period
and Antarctic ice extent anomalies about their t lines in the hundred-odd-year record. A warming of the Alaskan

(Figure 1). The FFT power spectrum of the Arctic residual Arctic permafrost, typically 2°-4*C, commenced during this
indicates the period of that undulation is about 4 years. The century, and during the SMMR period the average increase
spectrum of the Antarctic residual gives two main peaks, was 0.50C [Lachenbruck et al., 19881. A decrease in the
one at a period of about 1.2 years and another slightly extent of the Arctic sea ice cover is a plausible and possible
higher peak at about 3 years. The supeqosition of these cause for this permafrost warming. On the other hNd, there
nearly equal-amplitude oscillations makes it difficult to has been no evidence of warning in oceanic surface tern-
ascertain a correlation between these oscillations in the peratures in the northern hemisphere during this period
residuals of the Antarctic ice extent and the 5-year oscilla- [Badgley, 1966]. We do not know the causes of these sig-
tion in sea surface temperatures observed [Reynolds et al., nificant decreases in Arctic sea ice extents, nor do we know
1989] in the southern hemisphere, peaking in January 1983 why no corresponding decrease occurred in the Antarctic.
and 1988. We do know that sea ice exists in those parts of the earth

The procedures discussed in the preceding section are where global warming is expected to be the greatest. We
applied also to the Arctic and Antarctic sea ice areas. The also know that its insulating effect between polar atnos-
results are that the trend of the Arctic sea ice area anomaly pheres and oceans and its albedo undergo pronounced sea-
(Figure 2) over the 8.8-year SMMR record is -1.6% ± 1.6%, sonal variations due to large open water effects. It is
at a confidence level of 95%. As with the extent, the trend in important that the recent Arctic decline and open water
Antarctic sea ice area anomaly is insignificant. The global effects be considered in the context of predicted global
area anomaly (the sum of the Arctic and Antarctic anom- change.
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ABSTRACT
Mean changes in the surface elevation near the west margin of the Greenland ice

sheet are measured using Seasat altimetry and altimetry from the Geosat Exact
Repeat Mission (ERM). The Seasat data extend from early July through early Octo-
ber 1978. The ERM data extend from winter 1986-87 through fall 1988. Both sea-
sonal and multi-year changes are measured using altimetry referenced to GEM T2
orbits. The possible effects of orbit error are minimized by adjusting the orbits into
a common ocean surface. Seasonal mean changes in the surface height are rec-
ognizable during the Geosat ERM. The multi-year measurements indicate the sur-
face was lower by 0.4 ± 0.4 m on average in late summer 1987 than in late summer
1978. The surface was lower by 0.2 ± 0.5 m on average in late summer 1988 than in
late summer 1978. As a control case, the computations are also carried out using
altimetry referenced to orbits not adjusted into a common ocean surface.

INTRODUCTION [1984] the margin has been retreating since then, although
After the last glacial maximum about 18,000 years before the rate of retea has slowed during recent decades. Con-

present (B.P.), the western margin of the Greenland ice tinuous advance in some sectors, since at least the early part
sheet retreated from its position near the coast to near its of the 20th century, has been superimposed on the general
present position [Weidick, 1984]. In a summary of marginal pattern of retreat.
fluctuations inferred from geologic evidence, Weidick More recent interest in the ablation area of West Green-
[1984] states that this occurred between 210,000 and 8000- land [e.g., Braithwaite and Olesen, 1989, Lingle et aL, 1990]
6000 B.P., and that minor re-advances and retreats have has resulted from the possibility that increased melting of
occurred since then. A gap in the record, about which little the Greenland ice sheet may contribute to the increasing rate
is known, occurred between 6000 BP. and the Little Ice of sea level rise expected during the next century due to cli-
Age due to destruction of proglacial deposits during re- matic warming, which is predicted because of increasing
advances. The Little Ice Age occurred between about 450 CO2 and trace greenhouse gases. The National Research
and 150 years ago [Grove, 1988]. An advance occurred in Council [1985] estimated tht this ice sheet may account for
the 1880s, during the last neoglacial maximum, and a minor 10-26 cm of sea level rise by A.D. 2100 [BinAschadler,
readvance occurred around 1920. According to Weidick 1985]. In contrast, the Intergovermental Panel on Climatic
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Change [IPCC, 1990] Report on Sea Level Rise estimates a location where an orbit ascending in latitude is later

that the Greenland ice sheet may contribute 0.5-3.7 cm to crossed by an orbit descending in latitude, or the reverse, so

rising sea level by A.D. 2030 [Warrick and Oerlemans, two measurements of the surface height, separated by a time
19901. If extrapolated, the latter estimate suggests a con- interval, are obtained at approximately the same location.

tribution of roughly 5.4 ± 4.1 cm from this source by A.D. Seasonal and multi-year mean changes in elevation are esti-
2100. The substantial difference between the NRC and mated by averaging the crossover differences throughout the
IPCC estimates is a reflection of current uncertainty regard- region.
ing the overall mass balance of the Greenland ice sheet.

The only direct measurement of a multi-year mean ORBITS AND ORBIT ADJUSTMENT
change in the surface elevation of a large area of the Green- Preision orbit determination is a fundamental aspect of
land ice sheet (the southern half, approximately) has been altimetry, because the position of the satellite must be accu-
made by Zwally et al. [1989], using satellite radar altimetry. rately known at the time of each measurement Precision
They found that during the 7-year interval between Seasat orbits are computed by iterating to a self-consistent solution
and the Geosat Geodetic Mission (GM), there was a mean among the observations from the tracking stations, which
increase in the surface height equivalent to a linear rate of are widely separated on the earth's surface, and the equation
increase of 20 ± 6 cm yr-I. Most of the measurements used of motion for the satellite, which must be satisfied every-
in this determination were over the central regions of the ice where. The numerical solutions of the equation of motion
sheet, due to relatively poor altimeter tracking near the mar- require an accurate model of the gravitational potential field,
gins. Zwally [1989] pointed out that this is equivalent to a and nonconservative forces, primarily air drag and radiation
sea level lowering of 0.2-0.4 mm yrI, depending on pressure due to the solar wind and radiation upwelling from
whether the increase of the surface height is short-term, con- the earth's surface, must be taken into account [see, e.g.,
sisting mostly of increased snow depth, or long-term, con- Stewart, 1985, pp. 260-3091. Precision orbits for the Geosat
sisting mostly of increased ice thickness. (See also Douglas ERM have been computed by Haines et al. [1990] and Shum
et al. [1990] and Zwally et al. [1990a].) The GM consisted et al. [1990].
of the initial 18 months following the spring 1985 launch of The most accurate model of the gravitational potential
Geosat. Subsequently Geosat was maneuvered into an orbit field (based entirely on satellite tracking observations) avail-
geometry closely following the previous Seasat ground able at the time of this study was the Goddard Earth Model
tracks in order to carry out the Exact Repeat Mission 1"2, or GEM T2 [Marsh et aL, 1989]. This model was
(ERM), which started in fall 1987 [e.g., Douglas and employed for re-computation by Haines [1991] of the Seasat
Cheney, 1990]. orbits used in this study, as well as for computation of the

Seasonal mean changes in the surface height of the West Geosat ERM orbits [Haines et al., 1990]. The Greenland
Greenland ablation area were measured by Lingle et aL altimeter measurements employed here, which were ob-
[1990], using altimetry from the Geosat GM. Here we ex- amined by two different satellites, are thus with respect to
tend that study, by measuring multi-year mean changes in orbits computed using the same gravity model. The radial
the surface height throughout a larger area that includes the (vertical) precision of the GEM 12 Geosat ERM orbits is
ablation area and extends farther up the ice sheet to about estimated to be about 035 m RMS [ibid].
the 2000-m contour (Figure 1). Elevation differences are Radial orbit error tends to result primarily from inac-
measured at orbit crossover points during the Geosat ERM, curacies in the spherical harmonic expansions used to repre-
and also between Seasat and the ERM. A crossover point is sent the gravitational potential field, i.e., the gravitational

field is not equally well represented everywhere, and from
errors in the estimates of air drag and radiation pressure,
which must be made from other models. Radial orbit errors
tend to be spatially well correlated, so it is necessary to be
cognizant of the possibility that an apparent change through
time in the height of a surface in a particular region, such as

GREENLAND western Greenland, may be an expression of time-dependent
orbit error. Although the 0.35 m RMS radial precision of the
Geosat ERM orbits is excellent, time-dependent orbit error
in particular regions can be larger than this.

The possibility of orbit exror is taken into account by
adjusting the Seasat and Geosat ERM orbits crossing Green-
land into a common ocean surface, which is the Seast/
Geos-3 mean surface derived from the global Seasat and
Geos-3 altimetric data sets [Marsh et al., 1986,1990]. Short-

V arc adjustments are used; that is, the orbits are adjusted into
the ocean surface immediately on either side of Greenland.

40& A detailed description of the method is given by Zwally et
aL [1990b]. Briefly, for each arc the differences (residuals)

Figure 1. The stippled area is the wairement region, which are computed between the ocean elevations derived from the
includes the ablation am of the western Gremland ice "heet and data along that arc, and the smoothed Seasatteos-3 ocean
extends up to the 2000-m elevation cntor, approximately, ad to elevations along the same arc, on both sides of Greenland.
LA 7r{. The residuals we plotted versus time for satellite travel
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along the arc, and a least-squares straight-line fit is per- for high noise levels in the data are backscatter from off-
formed. The corrections for the ice sheet measurements nadir undulations and points upslope from nadir, and these
along the arc ae then obtained by evaluating the linear func- factors were the same for both Seasat and Geosat. The Geo-
tion at the corresponding times. The underlying assumption sat measurement noise levels estimated and mapped by
is that if the orbit eror were zero, the ocean surface meas- Lingle et al. [1990] and Lingle and Brenner [1989] (for 10
ured along the arc would differ only negligibly from the per second data) ae therefore assumed to be characteristic
mean ocean surface along the same arc. of the Seasat altimetry.

It is important to note that this strategy cannot be The Seasat altimeter yielded less continuous data over the
expected to remove all traces of orbit error because the Greenland ice sheet due to a tracker that was less responsive
ocean surface is not static. Adjustment inaccuracy for an over sloping and undulating surfaces. Consequently most of
individual pass can be introduced, for example, by inad- the valid Seasat-Geosat crossover differences am from the
equately modeled ocean tides at the time of the pass, by subregion of the area shown in Figure 1 that is above the
changes in the height of the sea surface caused by mesoscale ablation area, where the ice sheet topography is less rugged.
changes in atmospheric pressure, and possibly by seasonal The results of Lingle and Brenner [1989] suggest that in the
to multi-year changes in the steuic height and dynamic 1300-2000 in elevation range, the average altimetry noise
topography. It is assuned here, however, that on the whole level is roughly 7 m. The standard error of a Seasat-Geosat
this orbit adjustment procedure is sufficient to eliminate any ERM crossover difference is taken to be %5 (7) m or 9.9 m.
apparent long-term trend that might otherwise appear as an
artifact of time-dependent orbit error. SEASONAL ELEVATION CHANGES,

1987-1968
DATA Seasonal mean changes ae first computed during the

The Seasat and Geosat ERM altimeter data from the Geosat ERM by dividing the ERM into 91-day "seasons"
Greenland ice sheet were corrected for tracking errors, with late summer defined to coincide with the Seasat time
atmospheric effects, and solid earth tides as described by frame (July 10 through October 9). This definition fixes the
Martin et al. [1983] and Zwally et al. [19831. These correc- times of the other seasons. The fist season having data of
tions were carried out prior to the orbit adjustment pro- sufficient quality to yield enough crossover differences for
cedure described above. Data from the region of interest statistically valid averaging is late winter 1986-87 (i.e., Jan-
near the western margin of the ice sheet wexe selected using uary 8 through April 9, 1987). Subsequent seasonal mean
the mask shown in Figure 1. The lower elevation limit for changes in the surface height am computed with respect to
acceptable data was specified, as a function of latitude, far that season. The method, which is descnibed in detail by
enough up-glacier from the ice sheet margin to exclude Lingle et al. [1990, pp. 160-161], is an adaptation of the
waveforms back-scattered from coastal rocks and nunataks. methods of crossover analysis developed by Zwally et al.
The upper elevation limit coincides, approximately, with the [19891. The method includes cancellation of the ascending
2000-m elevation contour. versus descending orbit bias [see Lingle et al., 1990, equa-

tion (6)]. The method used here differs from that described
MEASUREMENT NOISE by Lingle et aL [19901, however, in that each crossover dif-

AND CROSSOVER ERROR ference is not weighted in proportion to the inverse square
The measurement noise levels in Geosat GM altimetry of the measurement noise level in the local neighborhood of

were estimated and mapped by Lingle et al. [1990] as a the crossover point. Rather, a representative noise level for
function of position throughout the West Greenland ablation the entire region shown in Figure 1 is estimated, as de-
area, using semivariogram methods. GM altimetry noise scribed above, and unweighted averaging of the crossover
levels were similarly estimated and mapped by Lingle and differences is employed. An edit level of 15 in is used to
Brenner [1989] within a series of 100 km x 100 Ian area deftie acceptable Geosat ERM-Geosat ERM crossover
blocks extending along the EGIG line [see, e.g., Seckel, differences.
1977] from the ablation area to the central ice divide. These The seasonal mean fluctuations in the surface height dur-
results, which am assumed to be characteristic of the Geosat ing 1987-88 (the Geosat ERM) are shown in Figure 2, start-
ERM data (acquired by the same instrument on board the ing in late winter 1986-87. The standard cros of the mean
same satellite), indicate that average measurement noise lev- ranged from ±0.3 to ±0.5 in for the computed changes rel-
els near the west margin of the ice sheet, up to about the ative to late winter 1986-87. The errzo limits shown in Fig-
2000-m contour, are about 10 m. The standard eno of a ure 2 am larger thn that, however, because the larger erots
Geosat ERM crossover difference is taken to be % (10) m associated with the crossover differences between Seasat
or 14.1 m. and the Geosat ERM are taken into account, as described in

The Seasat and Geosat altimeters were generally similar the next section.
in design, although improvements were incorporated in the Figure 2 shows that during the Geosat ERM the surface
Geosat version [MacArthur et al., 1987]. The Geosat altim- was highest on average during late winter, which includes
eter yielded an instrument-induced along-track noise level part of spring, the time of maximum snow depth. In both
of about 3 cm RMS over the oceans, compared to 5 cm 1987 and 1988 the surface was slightly lower on average
RMS for Seasat (for I per second data in each case), but during late qing, which includes part of summer, when
additional noise due to oceanographic effects caused both melting was presumably in progress. During both years the
altimeters to have an average noise level, integrated over all surface height was lowest during late summer, when maxi-
frequencies, of about 8 cm RMS [Sailor and LShack, mum surface lowering due to ablation is expected. The
1987]. Over the ice sheets, the factors primarily responsible mean decrease in the surface height from late winter to late

37



2.5

2'E
15

zf

80.5cos* 0..

c -0.5 ERM'
S-:Se sat

-1.5I
-2"

2 2.5 Late Late Late Late, Late Late Late Late
'Summer Winter i Spring i Summer' Fall i Winter i Spring 'Summer

1978 1986-871 1987 1987 1 1987 1 1987-88' 1988 1 1988

0.00 0.65 9.16 9.41 9.66 9.91 10.16 10.40 10.65
Time, in Years After Jan. 1, 1978

Figure 2. Mea changes in srface elevation nar the west margin of the Greenland ice sheet, within the area sdown in Fgur 1, between lae
summer 1978 (Seasat) and 198748 (the Geosat ERM). Changes were computed using orbits adjusted into the SeasatOeo.-3 mea ocean Sur-
face. This figure correpoto cas 1 in Table 1. (Cases 1-4 in Table 1 me used to derive the mea height changes quoted in the abstract
and conclusions, a descibed in the text.) Each aror bar represents one standard deviaifon of the mean for the change computed with respec
to the Sesat surfmae, which is the datum.

summer in 1987 was 2.1 : 0.7 m. Between late winter and winter 1987-88) having insufficient valid crossover differ-
late summer in 1988, the mean decrease in the surface ences for a statistically meaningful measurement of mean
height was 0.6 ± 0.5 m. elevation change. (An edit level of 30 . is used to define

acceptable Seasat-Geosat ERM crossover differences.)
MULTI-YEAR ELEVATION CHANGES, These results are not shown.

1978 TO 1988 An alternative method is adopted instead, consisting of
Multi-year mean changes in elevation near the west mar- computation of the mean elevation change between Seasat

gin of the Greenland ice sheet are computed by defining the and the first 91-day season of the Geosat ERM having use-
Seasat time frame, lae summer 1978, as the initial season. able data (late winter 1986-87). Subsequent elevation
Mean elevation changes between Sewsat and the successive changes ame determined by "adding-on" the tme series of
seasons of the Geosat ERM were first computed as de- subsequent seasonal changes during the Geosat ERM, deter-
scri'bed by Lingle et aL [1990], with the difference that there mined as described above. This method does not decrease
is an 8.5-year time gap between late summer 1978 and late the standard error of the mean for the Geosat ERM seasonal
winter 1987 (the first season of usable ERM data). Other- changes computed relative to he surface during the Seasat
wise the method used was as described above, with un- time frame, because the error of each change relative to the
weighted averaging of crossover differences employed and a initial Geosat ERM season is combined with the additional
representative standard error assigned to all crossover (larger) error of the computed change between the surface
differences, during the Seasat time frame and the suface during the ini-

The results showed a seasonal cycle during the Geosat tial season of the Geosat ERM. This approach does, how-
ERM relative to late summer 1978, but were less than satis- ever, give a clearer and more continuous picture of the mean
factory because the discontinuous nature of the Seasat data, changes in the surface height during the Geosat ERM rel-
combined with dam of varying spatial continuity during the aive to the surface during the earlier Seasm time frame. The
Geosat ERM, resulted in two seasons (late fall 1987 and late results are shown in Figure 2.
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otROa ASEe : M UteAR ELEVAheON aay h avse h a sugtc en croso the Seing the Seasat rbtith the

CHnGES, 1hi78 of 1988 CeowingE WIToUT vaid aveain gre. het anheots of M obits thatmere8
chage inth OraIe hegdUriMngtGSaRe- adjsd into s thaese healaulated mea to surae aren

aige show thsresule thvs the crsve analyis employe n al of the caeigh Cae dsbede laboe sun

desribe above ha othusin imy eeenced ato cse , the Seasat orbits are crossed dcl with the oa R

mean change in th were a sheight between late summer Geosat ERM oits of Ilate summer 197, and with the ERM
1978 and the same season in 19s7, but the standard err of orbits of lase summer 1988. In cas 4, the Sa rbits e
the mean overlaps zero. The mean change in die surface crossed with the Geosat ERM orbits of Ite spring 198, in
height between lof summer 1978 and the saw season n order to fix the curve showing the ERM seasonal ch1ges
1988 is nea tzesr (in Figure 3). (also analogous to Figure 2) relative to the mean srface

height during the Seasat time fcame (the datum in Figure 2).
ALTERNATIVE COMPUTATIONS OF nte remainder of the calculation is analogous to cas 2. The

LATE SUMMER CHANGES results of the 4 cases are shown in Table 1.
In this paper. the primy focus is on determination of Table I dimhowta although the four cases yield differingmean changes in the surface height between late summer results, the error bars overlap. The re8lts a t thus self-

1978 and the same season in 1987 and 1988. Ths change coistent towithin one atandare deviao of the mean. The
can be determined in four ways. refe ne to below as cases I mean hge in the surface height between late surnmer
through 4. by making use of the different Geoht ERM sea- 197 and late summer 1987 is taken m tie ubiased
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are averaged over a suitably large region. The central focus

Late Summer 1978 Late Sumer 1978 of this study-measurement of mean changes between 1978

to to and 1987-88--shold be unaffected by seasonal variations

Late Summer 1987 Late Summer 1988 in penetration depth, in any case, because the mean changes
Case (in) (in) in surface height are measured between the same season

(late summer) in each year.

1 -1.26 ± 0.85 -0.43 ± 0.80 COMPARISON TO FIELD MEASUREMENTS
2 -1.16± 1.02 -0.33 ± 0.98 AND OTHER WORK
3 0.14 ± 0.78 -1.66 ± 1.08 The multi-year mean changes in the surface height com-
4 0.24 ± 0.87 1.07 ± 0.82 puted in this study can be compared to mean changes in the

surface height measured by optical leveling on the lower
EGIG line within the ablation area at about Lat 69.5"N.

height. la t summer to late summef (adjusted orbits). Bauer et al. [19681 found the surface lowered at a mean rate
of 0.3 m yr between 1948 and 1959. Seckel [1977] found

the surface lowered at a mean rate of 0.24 m yr- between
weighted average of the four cases, with each case weighted 1959 and 1968. (These results are also summarized by Reeh
in proportion to the inverse square of its standard error. The [1985].) Over an area including the lower EGIG line and
result is -0.43 ± 0.44 m. The mean change in the surface measuring about 22 km parallel to the ice sheet margin by 6
height between late summer 1978 and late summer 1988, km perpendicular to the margin, Thomson et al. [19861
determined in the same way, is -0.18 ± 0.45 m. measured a mean surface lowering of 14 m between 1959

and 1982 using photogrammetric methods, which is cquiv-
DISCUSSION: alent to a mean lowering rate of 0.61 m yrl. A 024-0.61 m

VARIABLE PENETRATION DEPTH yrl mean rate of surface lowering during the 9-10 year
Ridley and Partington [19881 found that the effect of sur- measurement period considered here would be significandy

face and volume scattering can cause error in the measured greater than the error range shown in Figures 2 and 3, and
range to the snow surface of as much as 1.1 to 3.3 m, should thus be recognizable in the altimeter data. If the abla-
depending on the ratio of surface to volume scattering, if the tion area of West Greenland is thinning, however, the rate of
return wave forms are retracked using an assumption that thinning should deca upglacier from the margin because
the snow surface lies at the location on the leading slope of of the parabolic nature of ice sheet profiles [Paterson, 19811.
half the peak power. That is, the apparent surface measured The EGIG optical leveling results, in fact, show thickening
by the altimeter is lower by an amount that depends on the of the inland ice sheet above the equilibrium line [Reeh,
predominance of volume scattering. These authors also state 1985]. The results of this study are determined using altim-
[Ridley and Partington, 1988, p. 621] that "the error is much eter crossover differences from both below and above the
smaller if the Martin et aL (1983) method of retracking is equilibrium line, with most being from higher elevations (up
used, as the function fitted to the return is sensitive to the to about 2000 in). Thus, if the ice sheet is still thinning close
inflection poinL" to the western margin, while thickening above the equi-

The method of Martin et al. [1983] was used to retrack librium line, as determined by earlier field workers, this may
the altimeter waveforms used to derive the elevation meas- be consistent with the near-zero mean change determined in
urements employed in this study, as noted in the section on this study using crossover differences averaged over the
data. whole area (Figure 1).

Suppose, however, that surface scattering predominates If there was a linear mean decrease of the surface height
in summer, when melting and refreezing tend to result in between late summer 1978 and the same season in 1987, the
formation of a surface crust on ;now, and in exposed bare results obtained here indicate the rate of surface lowering
ice in the ablation area, and that volume scattering pre- would have been 0.05 ± 0.05 m yrl. Between late summer
dominates is winter, when lower temperatures tend to result 1978 and the same season in 1988, however, the assumption
in a dry snow surface. Then the seasonal mean changes in of a linear mean decrease leads to a conclusion that the sur-
the surface height measured by the altimeter would be mini- face lowered at a mean rate of 0.02 ± 0.05 m yrl. The error
mized, since the penetration depth would be maximum dur- bars for these two cases overlap, but the difference, and the
ing late winter and spring, when the surface is highest, and seasonal mean changes shown in Figures 2 and 3, indicate
minimal during late summer when the surface is lowest. The that the interannual variability is significant and a uniform
measured seasonal mean changes shown in Figures 2 and 3 rate of surface lowering during the 9 to 10 year measure-
and in Lingle et al. [1990] are not overly small, however, ment period is unlikely.
relative to the changes one would expect from the ablation The seasonal mean elevation changes in the West Green-
rates measured by Braithwaite and Olesen [1989], and the land ablation area measured by Lingle et al. [1990] suggest
accumulation rates mapped by Radok et al. [19821 (with the an increasing trend for the surface height during the Geosat
exception, perhaps, of the measured mean change between GM. Zwally et al. [1989) and Zwally [1989] measured an
late spring 1988 and late summer 1988, shown in Figure 2). increased surface height in all elevation intervals between
The results of this study and of Ungle et al. [19901 suggest, Seasat and the Geosat GM (1978 to 1985-86), as well as
therefore, that seasonal changes in penetration depth do not during the Geosat GM, including the 700.-1200-m interval,
preclude measurement of seasonal mean changes in the sur- which generally coincides with the ablation are. However,
face height with altimetry, when the crossover differences the results obtained in this study (Figures 2 and 3) suggest,
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if anything, a decreasing trend for the surface height super- puted using altimetry referenced to GEM T2 orbits that were
imposed on the seasonal mean changes during the Geosat not adjusted into the SeasaVlGeos-3 mean ocean surface. The
ERM, while the Seasat to Geosat ERM measurements show results, shown in Figure 3, are analogous to Figure 2 and
no statistically significant mean change in the surface height case 1 in Table 1. These results also indicate no statistically
between late summer 1978 and the same season in 1987 and significant mean change in the surface height during the 9-
1988, throughout the area shown in Figure 1. These appar- 10 year measurement intervaL
ent discrepancies may be related to short-term variability.
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ABSTRACT
The goal of this work is to investigate new techniques for separating the geo-

physical signals of changing physical temperature and changing electrical prop-
erties of polar firn from observed brightness temperature data. In turn, we seek to
exploit these techniques for monitoring spatial and temporal variations in the near-
surface temperature regime of the ice sheet and their associated impacts on ice
sheet accumulation and ablation.

In this paper, we briefly summarize our approach to detecting relative changes in
the near-surface temperature field of the Antarctic Ice Sheet. Essentially, antarctic
brightness temperatures (Tb) compiled from the NASA Scanning Multichannel
Microwave Radiometer data set are segmented by different glacial regimes. Tb time
series for each sector are compared. Because we can show that temporal variations
in Tb are dominated by changes in physical temperature, we can infer meaningful
differences in relative physical temperature between regimes. Together with iden-
tifying expected seasonal trends in near-surface temperature, this analysis high-
lights more subtle variations such as the anomalously cold winter temperatures in
1982 over East Antarctica followed one year later by a cold winter in West
Antarctic.

Variations in electrical properties of antarctic frn are investigated using the
polarization ratio (defined as the difference of the vertical and horizontal channels
of a single frequency divided by the sum of the same channels). We show that in
the annual mean, the polarization is largely independent of physical temperature.
We go on to show that very low polarization ratios of mean monthly data are prob-
ably due to the presence of free-water in the firn. Monthly mean values of polariza-
tion for each January in the SMMR data set are presented and discussed in this
context.
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Satellite Monitoring of Areal Changes in the
Glacier Component of the Earth's Cryosphere

R. S. Williams, Jr. and J. G. Ferrigno
U.S. Geological Survey, Reston, Virginia, U.SA.

ABSTRACT
One of the major expected environmental impacts of the predicted global climate

warming on the geosphere and biosphere is accelerated melting of glacier ice (net
loss of global glacier volume) and a concomitant rise in sea level. The cryosphere
(glacier ice, floating ice [sea, lake, and river]), snow cover, ground ice, permafrost)
is the most sensitive component of the geosphere to seasonal and longer term
changes in global surface temperature. During the past two decades, satellite sen-
sors have recorded changes in the areal extent of sea ice, snow cover, and glaciers.
Satellite sensing technology is the only practical way of continuing such regional
and global documentation of change in these three components of the cryosphere.
Within the last 18,000 years, the geologic record shows that sea level has been as
much as 100 m lower, during the peak of the last inter-glacial (about 125,000 years
ago), sea level was about 6 to 8 m higher than at present. Key unanswered ques-
tions in the context of present day global change are: (1) how would the ice sheets
in Greenland and Antarctica, which contain an estimated 99.3 percent of global ice
volume, respond to global warming?, and (2) which glacierized region(s), the polar
(Antarctica and Greenland) or sub-polar (ice caps, ice fields, and other glaciers),
will be the most likely contribute to any future rise of sea level?

To begin answering these questions, the U.S. Geological Survey began, in 1978,
an international project in which Landsat images are used to document the areal
extent of glacier ice on our planet during the mid-1970s. Two of eleven chapters of
U.S. Geological Survey Professional Paper 1386, Satellite Image Atlas of Glaciers
of the World, have been published. On the basis of Landsat images and other
sources of data, accurate glacier areas are now available for Antarctica, Greenland,
and 14 other glacierized regions. The baseline reference study of the areal extent of
glaciers during the mid-1970s will serve as the basis for comparison of future vari-
ations in glacier area and termini in response to climate change.
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Monitoring for Global Change in Alaska Research Natural Areas

G. P. Juday
School of Agriculture and Land Resources Management. University of Alaska Fairbanks, Fairbanks. Alaska, U.SA.

ABSTRACT
The prospect of a significant shift in climatic equilibria and changes in atmos-

pheric composition raises concerns about the potential decline of important natural
resources and threats to the survival of the complete range of natural diversity.
Three elements are needed in any program with a focus on such concerns: (1) a net-
work of sites containing examples of all or most of the diversity; (2) testable
hypotheses of mechanisms by which global change effects will occur in real eco-
systems; and (3) a monitoring program robust enough to detect the changes at the
sites. With such a program, hypotheses of global change effects can be accepted,
rejected, or modified.

The Alaska Research Natural Area (RNA) network has been selected to encom-
pass natural diversity. It contains sites and some modest data sets that offer insights
into possible effects and outcomes of global warming. Geothermally heated soils at
Clear Creek Hot Springs and Big Windy Hot Springs RNAs offer a possible model
of forest growth under a warmer climate. On the other hand, a warmer climate may
allow greater winter survival of forest insects and increase in forest mortality, sim-
ilar to that which killed 19% of the trees in a forest reference monitoring plot in
1989 in a mature white spruce stand in the Bonanza Creek Long-Term Ecological
Research site. Grassland meadows dominated by Carex obtusata and Calam-
agrostis purpurascens at Volkmar Bluffs RNA may expand across the forested
landscape with a warmer and drier climate, especially if accompanied by a higher
fire frequency, a model of forest replacement that could become widespread across
much of the interior Alaska. Glacier recession at Schwan Glacier Terminus, Colum-
bia Glacier, and Hugh Miller Inlet RNAs provide insights into forest succession in
coastal Alaska. Isolated mountain alpine features at Mount Prindle and Limestone
Jags RNAs could be entirely displaced by an upward shift of vegetation zone with
climatic warming.

Even if global warming proves to be modest, the program of selecting and mon-
itoring natural diversity according to global change hypotheses is justified because
it will contribute greatly to an improved understanding of functioning and linkages
among earth systems and because widespread, human-caused reductions in bio-
logical diversity have already occurred and are accelerating.
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Baseline Studies for Monitoring Global Climatic Change in the Arctic Environment;
A Remote Sensing-Spatial Data Base Approach

M. B. Shasby and E. F. Binnian
U.S. Geological SureylEROS Field Office, Anchorage, Alaska, U.S.A.

ABSTRACT
The U.S. Geological Survey's National Mapping Division has initiated research

to establish a long-term monitoring program based on remotely sensed and other
digital spatial earth science data bases. Six to eight specific eco-physiographic prov-
inces in Alaska will be identified and studied in support of global climate change
research in Arctic regions. A study site in the Colville River delta region has been
selected for developing a demonstration/pilot data base, which will serve as a con-
ceptual model for the other eco-physiographic regions yet to be identified. Regional
data sets assembled to date include a complete Alaskan coastline digitized from
1:250,000 scale USGS map sheets, a state-wide mosaic of digital elevation model
data at 0.5-kn resolution, and a digitized version of the physiographic divisions of
Alaska. The monitoring program focuses on the compilation and integration of dig-
ital spatial data bases for scientific investigations of earth system processes.
Research elements associated with the climate change study include the spatial inte-
gration of widely varying sources of earth science data and multi-platform, multi-
temporal sources of remotely sensed data. Selection of the monitoring sites follow
criteria established by the International Geosphere-Biosphere Program and will
occur through a series of inter-agency workshops. The integrated digital spatial data
bases for the defined monitoring sites will provide a working tool for researchers to
examine global climate change over the past 20 years, as well as provide a basis for
future comparative studies.
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Radar Sensing of Polar Regions

G. L Belchansky and A. P. Pichugin
Institute of Animal Evolutionary Morphology and Ecology- USS.R. Academy of Sciences. Moscow. US.S.R.

ABSTRACT
In order to monitor ecological conditions, study the processes of energy and

mass transfer, and predict climate in polar regions it is necessary to introduce mod-
em means of remote sensing. This paper considers potential applications and
presents results of remote sensing of the ocean surface, ice, and soil-vegetation
ground cover in polar regions obtained by satellite and aircraft side-looking radar.
Unlike optical systems, surface studies using radar systems are not limited by illu-
mination, or restricted by clouds and fog. Interpretation of radar data was based on
comparisons between the coefficients of inverse diffusion and direct measurements
made at test sites.

The structure of ocean waves is reflected in radar images, revealing processes
such as surface currents, internal waves, eddies, and frontal zones. Control data
have shown economic disasters such as oil spills and drifting pollutants from
coastal cities into the sea. Prospects are presented for using radar sensing for resolv-
ing a number of scientific and practical problems for the study of ice in the Arctic
Basin. Radar methods also permit the characterization of soil-vegetation ground
cover. In regions intensively used for agriculture, geochemical processes taking
place under the earth and on its surface affect the soil structure and dielectric

,,-permeability at the surface level, and are evident in radar images. Results are pre-
sented of studies aimed at tracking the processes of spring thaw, areas subject to
thermal erosion, floods, and vegetation condition.

INTRODUCTION the polar regions are very sensitive to changes in the natural
The present-day stage in the development of mankind is and anthropogenic environmental factors. That is why it is

characterized by serious contradictions between society and so vital to intensify multidisciplinary investigations of polar
nature. Ever growing is the pollution of the atmosphere, regions by using modem information technology.
hydrosphere and lithosphere; ever decreasing is the bio- Particularly essential in this technology are methods of
logical productivity of soils; ever aggravating is the quality aerospace remote sensing. At present, most widely used are
of foodstuffs; ever growing is the incidence of human dis- the optical systems working in the visible and the near-infra-
eases, likewise the social tension. red spectra of electromagnetic waves. However, these meth-

If the negative trends remain, the biosphere may lose its ods have a number of drawbacks (the data depend on the
stability: due to the degradation of the living cover, its cli- illumination of the surface under examination; no informa-
mate-regulating capacity becomes distmbed, the greenhouse tion can be obtained in cloudy weather or in mists, etc.)
effect, resulting in hard-to-predict climatic changes, is fur- which hinder any application of such methods in polar
ther developing, the ozone layer is getting destroyed, the regions.
biological diversity is undergoing calamitous reduction. The above drawbacks are not observed in modem radar

Polar regions play an important role in physical-chemical systems working in the microwave range. Therefore such
processes occurring in the atmosphere. The ecosystems of systems can be well employed for studies of polar regions.
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The efficiency of radar systems is greatly governed by the of the received signals so to preclude any geometric dis-
further advance in the procession technology. tortions of information due to the earth's curvature; the dis-

This paper presents the results of investigations of polar persion of noise fluctuation is reduced to improve the
regions by using radar complexes of remote sensing. Some discernibility of images and to heighten the ratio between
of the results are based on the data obtained by a side- the signal and noise. Such data processing helps forming the
looking radar (SLR) installed on the satellite "Cosmos- line-structure of the information frame to transmit the radio
1500" and "Ocean" series. The main characteristics of this images to the users along standard radio lines within the
system are as follows: the distance to the earth's surface is ranges of 137 MH and 465 MG which are widely employed
640-660 1In; the orbital inclination is 82.60; the radiation for transmission of optical data [Pichugin et al., 1984a].
frequency is 9510 MH; the radiation polarization and the Some of the results below were obtained from the data
intake polarization is vertical; the diagram width of the gathered by a side-looking airborne radar (SLAR) which
directional antenna in terms of the level is 3 db, of the azi- had similar characteristics. The difference was only in a
muth -0.15*, the angle of the place -300, the range of inci- higher resolution (30-50 m) and a wider band of survey
dence angles within which the surface is observed is 20 to which was 10 to 15 km. The SLAR data were also pro-
470; the shift of the beginning of the survey in relation to the cessed and registered on magnetic tape on board in terms of
surface of the data unit is 850 kin; the width of the survey real time.
band is 400 to 500 kin; the average resolution within theFurther in the text, the potentials of radar sensing of envi-
survey band is 0.8 x 1.5 km. To accelerate the transmission rtenth tet are conials in the lig of e1,
of data to the earth the received signal is processed right on ronmental objects are considered in the light of Figure 1,
board. To this end, one uses the continuous calibration of and provide the general features of the main objects of the
the radar potential provided by introducing some part of the investigations and parameters under study.
transmitter's power to the reception tract; the data are pro-
cessed preliminarily by correcting the range of remoteness
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RADAR REMOTE SENSING OF OPEN WATER receiving-transmitting tract of the radar [Pichugin et al.,
Determination of the Vector of the 1984b]. Since the water surface gets irradiated only in one

Driving Wind Velocity direction, additional information is used to specify the orien-

The scattering of radio waves in the 1 cm range is rather tation of the driving wind. To this end, one considers the
selective and is due to the waves of ripples varying in length peculiar dislocation of clouds in the optical images, the

shading behind islands and the coastline, as well as data
(the gravitation-capillary components of the agtaton spec- from ships. Then, taking into account the direction of the
trum) [Bass et al., 19681. In its turn, the spectral density of

the ripples depends on the wind velocity W. In this way, the driving wind, the measured values of 8 are corrected. After

value of the specific effective area of scattering (SEAS) 8 that, the radiation angle 0 regarding the earth's curvature is

also depends on the wind velocity. Inasmuch as large gray- found for each section of the surface. By graphs like those

itation waves are clear proof of anisotropy, the signal scat- in Figure 2 one finds the module of e wind velocity [Kal-

tered over the ripples is modulated by the inclinations of mykov et al., 1985]. Figure 3 shows an example of such

these waves; the maximum difference in the levels of reflec- data procession; the circumferences demonmstrate the data of

tions is manifested in the directions to the wind and orthog- meteorological measurements.
onally to the wind. By using the dependencies 8 between the
velocity of the driving wind, W, and the direction of the sur-
face radiation in relation to the direction of movement of
large waves qp, presented in Figure 2, one can, in principle, ,4i

determine the vector of the driving wind velocity [Chan and
Fung, 1977].

To define the driving wind velocity by means of SLR of
the satellites "Cosmos-1500" and "Ocean," the image is il-
tered, the space window being 5 x 5 kIn, 10 x 10 km or 20 x
20 km so to additionally reduce the dispersion of fluctua-
tions and heighten the accuracy of the SEAS definition. The
optimal parameters of the filter are chosen with regard to the
spatial structure of the image. After that one calculates the
values of 8 with accounts of the through calibration of

(', dB

0

20 0.

/---Across-the wave-direction
- Along-the wave-direction . .,.

3 5 10 20 40 Wn/s.

Figure 2. Relationship between spific' effective are of satrn(SEAS) and the wind velocityWwith radiation of the surface Figure 3. Definition of the vector of driving wind velocity by

directed towards the wave and along the wave for radiation angles using a radar imaft , the region of the Bering Sea and of the Sea ofo of 30* an of4W. Okhotk. The cres show the data from ship measurements.
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Observation of Pollution RADAR REMOTE SENSING OF RIVERS

Radio images of water surfaces reveal different hetero- Among the tasks of hydrology is thestudy of the regime
geneities caused by numerous processes in the atmosphere, of flood plain submersion during river floods. High river
on the surface and in the aqueous medium. Examples of inundations during river floods elevate the water table in the
such heterogeneities are presented in Figures 4-7. There is a watershed swamps; such river floods are responsible for the
special kind of heterogeneity due to oil pollution of the formation of flood plain swamp massives and their recurrent
water surface. An oil film drastically diminishes the spectral flooding. River inundations render specific effects upon var-
density of the scattering ripples, which is manifested in the ious ecological processes. Therefore it is very important to
reflected signal [Krishen, 19731. The reflected signal can
decrease in an oil spot down to 20 db, permitting reliable apply radar sensing to investigate the river inundation
detection of oil pollution irrespective of the weather condi- dynamics.

tions [Kalmykov et al., 1982].
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Figure S. Results of the procession of the marked fragment from
Figure 4: (a) the flooded floodplain of the Amur, (b) distribution of

Figure 4. Radar image of earth surface during the flood of the the amea of flooded sections S (1) md of the relative land area cov-
Amur River. ered with water (2) along distance L in the floodplain of the Amur.
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Figure 4 shows a radio image obtained on the Amur a rule, higher than that of the water surface. One element of
River during its flood when practically all of the Low Amur resolution of the radar may embrace both the elevated sec-
lowland was flooded. The water-covered sections of the sur- tions of the surface not flooded with water and the flooded
face look daker in the radio image than the neighboring dry lowlands. Therefore the intensity of the signal scattered over
surface, i.e., the intensity of scattering on the water-covered partially flooded sections of the earth's surface acquires
areas is lower. This can be attributed to the differences in some intermediate value between the minimum one, which
the SEAS value 8 which determines the intensity of the corresponds to the water surface of the river, and the maxi-
reflected signal for the earth's surface and for water. For mum one, which characterizes the reflection from the dry
instance, within the microwave range of radio waves the land. The radio image can be conventionally distinguished
SEAS of dry land with the radiation angles 0 over 150 is, as for three zones of brightness (Figure 4). The darkest sec-

tions correspond to the maximum flooding in the flood plain
of the Amur River, the lighter areas to the partial flooding of
the Low Amur lowland, and the bright sections of the image

U ,,m,1 correspond to the dry earth's surface without flooding.
Among the tasks of river inundation control is to define

the area of the territory involved in flooding. To auto-
matically compute these areas, after the initial image is fil-
tered, one specifies sections with different extents of
flooding. It should be mentioned that the threshold bright-
ness is to be chosen as a function of actual results of obser-

.V ~ vations, since different territories of the earth's surface,
which can be involved in river inundations, reveal their own
scattering properties. A correct choice of the value of thresh-
old brightness governs the accuracy of the estimation of the
flooded areas. Figure 5 presents some results of processing a
fragment from Figure 4 [Pichugin, 19851. The dark sections
show the flood plain of the Amur River and the adjacent
lakes. The area S of the floodea sectinns was found in win-" -dows about 17 kin wide and in heights equal to the vertical
of the fragment (about 540 kin). The results of the computa-
dons are presented in Figure 5b as the distribution of the
area of the flooded flood plain of the Amur River (curve 1)

__at the distance L. Less exposed to the impact of flooding is
the lowland adjacent to the Amur flood plain. Figure 6a
shows the entire area of flooding for the same fragment of
the radio image. The calculation of the flooded area was
made in the same windows of 17 x 540 km but the area of
the flooded flood plain was subtracted. The distribution S
over the distance L is described in Figure 6b by curve 1.
When studying, predicting and regulating the water level

4 40 -0,8 during river inundations, timely determination of the rel-
ative area completely covered with water within the region
of flooding is very importam Figures 5b and 6b present the
results of computations as the distributions of relative areas

1800 - 0,5 over the distance L, A =SW/S (where SW is the area of
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Figure 6. Results of procession of the marked fragment from Fig. wYOUN CE ONE YEM W
4: (a) flooded Low Amur Lowland; (b) distribution of rea of CE YEM CE
flooded sections S "(1) and of relative land area covered with water Figure 7. Speific Effective Area of Scattering (SEAS) 6 as a
(2) along distance L in the Low Amur Lowland. function of the age of ice.
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water surface in the section under analysis), which cor- 1 cm range increases with the age of ice and practically does
respond to the floodplain of the Amur River and of the Low not depend on polarization. Figure 7 shows the relationship
Amur lowland. As follows from the distribution A (L), the between the value 8 and the age of the ice. As one can see,
percent of complete flooding in the Amur flood plain is very reflections from water differ from those from the ice by
great: in this region 80-99% of the area was covered by their lower values of & Old ice, as a rule, reflects much
water. Much lower is the percent of flooding in the Low more strongly than other structures. However, smoothed old
Amur lowland where less than 60% of dry land was covered ice may in summer slightly decrease its value of & It is
by water. worth mentioning that while in the 1 cm range the contrast

between the young and old ice is quite marked, in the deci-
RADAR REMOTE SENSING OF ICE COVER meter range this difference is practically negligible; there

An important object to study in polar regions is the ice can be differences only between reflections from water and
cover whose basic parameters can be effectively measured from ice, without any age gradations [Efimov et al., 19851.
by radar sensing. Such parameters include: the ice cover
structure; the age of ice and the ice thickness associated Some of the Results of Ice Cover Studies Obtained from
with the ice age; the sea-ice boundary and its variability in the SLR Data of Satellite "Cosmos-1S00"
time; etc. This information can be derived by SLR sensing Figure 8 shows radio images of the ice situation in the
in any weather condition, irrespective of illumination. How- region of Wrangel Island obtained on 20.10.1983 (a) and
ever, it is very difficult to elaborate a model of radar reflec- 23.10.1983 (b). In the Strait of Long there is perennial ice,
tion from the ice cover. There are certain difficulties in while in the northern part of the Strait, within the southern
using electrodynamic approaches, because the ice covers are margins of Wrangel Island, the ice is thin and there is water.
very complicated. In addition, the problem becomes even One can see the dark canals in the perennial ice. These are
more difficult to tackle because the conditions of ice genera- canals with clean water or thin ice, which are typically 3 to
tion are extremely diversified and they affect the process of 5 km in width and are sufficiently stable. Taking into
scattering. Therefore the methods for ice cover sensing and account the operative value of such information, it is of
for processing the information on such investigations are great importmnce for the studies of ecosystems in the polar
based on summarized experimental data [Ostott et a., 1982] regions. Figure 8a shows the image of a perennial ice floe
on the function of the age (thickness) of ice H, the radio and an ice window to the west of Wrangel Island. There is
wave length ),, radiation angle 0, polarization, etc. Ostott et no ice window in the image presented in Figure 8b, which
al [1982] and some others show that the value 8 within the testifies to considerable shifts of ice occurring in this region.

i "~
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Fiur . Rer= image of the ice ituazio in the region of Wrumgel iread: (a) 2.10.19S3; (b) 23.10.1963.
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Other studies of radio images of the Kara Sea and of the of the earth surface a model of surface with complicated
regions with pack ice near the North Pole reveal the boun- roughness was applied. Within the framework of this model
dary of perennial ice whose dynamics are easy to trace. The the radar contrasts ASC-.a were calculated (where the
processing of images has demonstrated that the contrast indexes a, n correspond to the abnormal and normal condi-
between perennial and annual ice equals 3-5 db. The num- tions of radiation in the reflection parameters of the ter-
ber of age gradations of the ice cover, which can be reliably ritories in question) as a furction of the humidity V for
identified by radar survey, equals 4-5 db. Today the data sandy and clay soils at different angles of radiation 0. These
obtained by "Ocean" side-looking radar are used for oper- relationships are presented in Figure 10. Curves 1 and 2 in
ative descriptions of the ice cover situation in the Arctic and this figure characterize the sandy soil, while curves 5 and 6
Antarctic. are the clay soil. In terms of the territories of the Ukraine

under consideration, their soils are chiefly composed of
Results of Radar Sensing of Continental Ice mixtures of sand and clay particles. The most applicable

Individual radio images were used to compile radar map- characterization of these soils are curves 3 and 4, revealing
composites of Antarctica and Greenland. These maps reveal the 1:1 ratio between these components of the Ukrainian
several regions which drastically differ from one another by soils. Curves 1, 3, and 5 in Figure 10 are compiled for the
the intensity of the radar signal. The lightest is the margin radiation angle 0 equalling 40, while curves 2, 4, and 6 are
zone of the continental ice cover affected by the summer for the 0 equalling 20.
melting of ice revealed in the structure of ice. Further to the To quantify the reflection characteristics of the territories
center of the glaciers there ae areas covered with a poorly under examination, the images in Figure 9 presented numer-
scattering layer of refined snow which resists melting. ically were supplied to a computer for further processing.
Besides, in the inner regions of Antarctica and Greenland Then, using the interactive regime of processing, sections of
there are meso-scale heterogeneities of different brightness equal brightness were outlined and the reflected signals
and of diverse configuration. Quite possibly the structure of were averaged within the territories so identified. After that,
the images repeats the relief under the ice, but this hypoth- the radar contrasts in abnormal sections of the images were
esis should be thoroughly verified. The shelf glaciers ae found as presented in Figure 9b-d, and compared with the
characterized by a more homogeneous grey background of respective sections of the test image in Figure 9a. The val-
the images. Radar sensing from outer space involving the ues of contrasts K measured in this way were correlated
hard-to-access glaciers of Antarctica and Greenland is a new with the amount of precipitation; these values are presented
source of unique information which can be used to resolve in Figure 11. One group of experimental points (the light
vital problems of glaciology and geophysics, circles) corresponds to the meteorological conditions when

atmospheric precipitation as rain falls upon the frozen soil
RADAR REMOTE SENSING OF SOILS (the conditions in the polar regions); the other group of

Among the serious problems in the studies of polar experimental points (the dark circles) characterize the
regions is the control of melting of soils and grounds perma- change in the contrast due to precipitation falling on the dry
frost terrain. In December 1983, under conditions similar to sun-heated soil.
the above, a series of radar surveys from the satellite "Cos- As one can see from Figure 11, when rain falls on frozen
mos-1500" involved some agrarian regions in the southern soil, the contrast increases considerably and reaches 8.5 db
Ukraine. Figure 9 shows radio images of these regions with precipitation of 4 to 6 mm. In such a case the soil mois-
obtained from 5.12.1983 to 29.12.1983. The radio image in ture may approach 100%, which corresponds to the maxi-
Figure 9a demonstrates the homogeneous shade of bright- mum contrast in relation to the dry soil, as shown in Figure
ness, and was made before any atmospheric precipitation. 10 (about 12 db, curves 3 and 4). Then, as follows from Fig-
The images in Figure 9b-d were made during the period of ure 10 (curves 3 and 4) the soil moisture in the frozen soil
rain and snow. The vast land aeas in the images presented makes up 3 to 6% (with regard to dispersion of values K in
in Figure 9b-d am of greater brightness because they am Figure 11). With increased precipitation, and positive air
associated with the zones of precipitation (the greater bright- temperature gradually melting the soil, water penetrates
ness of different sections in the images of the Black Sea in through its lower layers, and the water content in the surface
Figure 9bd is due to another effect discussed above, namely of the soil decreases. As a result, the radar contrasts at 0>6
the accelerated velocity of the driving wind). It is also nec- mm are getting weaker. When the frozen soil was com-
essary to mention that the more intensive signals scattered pletely melted, the drizzling precipitation did not exceed 1
from some sections of land demonstrated in Figure 9b-d are mm h-I. Combined with the positive air temperature, these
due to the changes in the reflection characteristics of the conditions of soil moisture exchange maintained the soil
earth surface and not to the scattering from rain drops. moisture at a certain stable level. Because of this, the con-
When precipitation is less than 10 mm h-1 (in the survey trasts were practically independent of the quantity of pre-
series under consideration the intensity of precipitation was cipitation if it was above 8 nun.
registered to be up to 1 mm h-1) their impact upon the inten- When rain falls on sun-heated soil, the contrast is grad-
sity of the signal is negligibly low [Spiridonov and ually augmented and reaches 3 to 4 db when the level of
Pichugin, 19841. precipitations equals 4 mm. With further rise in pre-

The territory of the southern Ukraine examined here is of cipitation, the contrast does not change and remains within
plain topography. The soil cover of the regions nier study the same limit of 3 db<K<4 db. As one can see from Figure
is represented by chernozem loamy soils which are every- 10, such values of the contrast correspond to the increase in
where plowed. There are practically no natural forests or the moisture of the soil surface layer up to 20-40%.
steppe vegetation. In view of this, to describe these sections Thus, the results presented here suggest that it is possible
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Figure 9. Raft images of the somhmin Ukraine: (a) 5.12.1983; (b) 7.12.1983; (c) 8.12.1983; (d) 28.12.1983.
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C'*0f' of prospecting and exploitation of oil and gas deposits, spe-
4 ) 0 + 0 0 , cial ecological-geochemical studies were made in the ter-

CI , 0'u ritory of the Ukraine-largest Shebelin deposit of condensed
CC, ,gas. The studies included a litho-gas-biochemical survey of

2 C soils and subsoil layers, a chemical, a granulometric, an ion-

4 metric analysis of soil samples from the arable layer, soil
L .. -- ... -. -,-- surfaces were also photographed. The latter operation was
3 6 12 15 0mm performed with the view of assessing the amount of soil

aggregates and their dimensions (the results of calculations
Figure 11. Experimental relationships between the radar contrast based on the photographs are presented in values of the rel-
K and the amount of precipitationQ: (1) pxeipitation failing on ative areas Sr occupied by soil aggregates with their cross-
frozen soil; (2) precipitation falling on melted soil. section over I cm2 [Belchansky et al., 1990].

The fitho-gas-biochemical survey showed the principle
gas-biochemical indices to be very different than the base

to obtain integral data on the spatial distribution of soil sections (Table 1). For example, the concentrations of CH4 ,
moisture in the surface layer of soils over vast territories, of heavy hydrocarbons of C02, and the intensity of the
these data being obtained by means of space SLR. The growth of bacteria oxidizing hydrocarbons contained by
experimental evidence derived for the two cases of agro- soil, were found to be 2 to 7 times higher in places of hydro-
meteorogical conditions (precipitation on frozen and on carbon leaching as compared with the areas which were pre-
warm soil) have principal differences, permitting control of viously known to be free from any technogenic
such conditions by regular observations within the given hydrocarbons (the relations between the values of these
region. parameters within the zone of technogenic impact and those

in the base section are tabled as coefficients of contrast).
RADAR REMOTE SENSING OF ANTHROPOGENIC The abnormal concentrations of CO2, and the obvious def-

IMPACT ON THE ENVIRONMENT icit of nitrogen and oxygen in the gas phase of closed pores
In many cases the lithosphere may act as an indicator of of soil, directly point to the active process of oxidation of

the nature and degree of anthropogenic impact on the envi- technogenic hydrocarbons by specific hydrocarbon-
ronmenL Such impact is manifested as soil cover degrada- oxidizing microflora. The growth of this microflora, com-
tion due to the effects of products resulting from bined with the increasing concentration of hydrocarbons,
biochemical oxidation of technogenic components, abnor- results in the alteration of the aggregate composition of the
mal accumulation of heavy metals, etc. To be able to reveal arable soil layer. For instance, as observed in the Shebalin
the mechanism of the functioning and stability of soil eco- deposit, in places of hydrocarbon leaching the soil aggre-
systems under conditions of technogenic halos of hydro- gates were evidently of larger size though the geochemical
carbons, which are inevitable with the existing technologies changes in the humus horizon of soil were not profound.
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Base Sections Technogenic Sections

Units of Average Ratios of Average Ratios of Coefficients
Indices measurement values phases values phases of contrast

CH4 10-3 4.7LL 1.24 B2.1 1.61 56
volume- 11.90 51.3 4.3
tric %%

heavy 10-3 1.43 .. 6 2.00 32
hydrocarbons vol.%% 0.35 0.8 2.3

N vol.%% 7.0 0.96 6£. 0.75 U
82.20 86.7 1.1

02 vol.%% 16.9 1.00 22 0.93 0.6
17.00 10.7 0.6

C02 vol.%% 3.5 5.80 241 10.00
0.60 2.4 4.0

hydrocarbon- conventional 61.20 248.1 4.1
oxidizing units
bacteria

Table 1. Gas-biochemical parameters of soils in the base and techmogenic sections of the Shebelin deposit (June, 1983). The numerator of the
fractions shows the indices of gass of sorbed phase, the denominator of the free phase.

0 2+ +

A', Sol% Ca, Na,

dB mg/I mg/I

................... N a +
,,a2 + ...C a+

6- 14 ...- 17
so _-550-
A60

4- _13I, '

10 I,"/, - 350-

2- I
I

X 92 / . -- .-. --

.. .. .- " ...' 5
-6 " "........................... 150 .. ..

/ ,/ I
/ , II

Normal Anomaly

Flpre 13. Relationship between physical-chemical parameters and radar conrats for average and anomalous conditions.

56



The aggregation of soil was revealed to be associated only manifested in the changing content of soil aggregates with
with concentrations of CO2, Fe20 3 , A120 3, and the alkaline- the size of I to 10 cm, it is possible to expect that the maxi-
oxidation conditions [Belchansky et al., 19901. mum sensitivity of these phenomena during their radar sens-

The above experiments demonstrated the relative area of ing will be found within the 1 cm band of radio waves.
soil aggregates Sr to be very sensitive to the changes in pH Thus, a quantitative analysis of the results of the SLAR sur-
(Figure 12). The curves describing the relationships S(pH) vey of the territory of the Shebelin deposit of condensed gas
in oil- and gas-bearing sections and in the base sections are and of the nonproductive area adjacent to it showed these
similar: the maximum values are characteristic of weakly structures to be of great radar contrast. The intensity of the
alkaline, almost neutral, conditions. However, these curves reflected signal within the section under comparison is
are slightly different; in the zone of hydrocarbon migration; higher in the productive area than beyond this area by 4 db
the value of S, is obviously higher than that in the neigh- on the average, varying from 2 to 5 db (Figure 13). As one
boring base sections. can see from Figure 13, there is a high spatial correlation

In this way, soils that are in the path of technogenic between the basic physical-chemical parameters of the ter-
hydrocarbon migration and serve as the substrate for inten- ritories under study and the radar contrasts in the same
sive growth of hydrocarbon-oxidizing microflora are sub- areas.
jected to transformations at all stages. The most essential In these experiments the comparison involved sections
among them, at least in terms of soil fertility, is the pel- with close values of soil moisture, pH and agrotechnical
letization of the arable layer, the disturbance in the saltwater treatment of the arable layer. The sections embraced har-
regime, and the changes in the mechanical properties of rowed plowed areas and plowed lands with winter cereal
soils. An important feature which demonstrates that tech- sprouts, their projected covering under 5%. The soil mois-
nogenic hydrocarbons arrive in the soil profile is an increase ture in the upper soil layer was 19-25%.
in the content of large soil aggregates in the arable layer. Thus, the revealed characters of the eco-geochemical

The results discussed above allow elaboration of complex transformations of soils due to anthropogenic loads may be
methods of remote geochemical sensing of soil covers under used to assess the impact of these loads upon the environ-
conditions of anthropogenic loads. For instance, to indicate ment. Remote methods of geochemical sensing seem to be
technogenic atmospheric changes (acid rains, etc.) or very promising for such purposes [Belchansky and Vos-
changes beneath the surface soil layer (zones of hydro- tokova, 1977; Belchansky and Sazonov, 1982; Belchansky
carbon migration), which are responsible for the variations et al., 1990].
in the described physical-chemical parameters of the arable
layer, we regard as the most promising method that of radar ACKNOWLEDGMENTS
sensing. This can be attributed to the fact that in radar sens- We gratefully appreciate the professional help offered by
ing the main scatters am the rough points of the surface Dr. David Douglas (Alaska Fish and Wildlife Research Cen-
which in size equal (within the order) the length of the radio ter, U.S. Fish and Wildlife Service) on every step of prep-
wave. Inasmuch as the abnormal processes discussed ae aration of this report. Many thanks for his help.
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The Polar Automatic Weather Station Project of the University of Wisconsin

Charles R. Stearns and George A. Weidner
Department of Meteorology, University of Wisconsin-Madison, Madison, Wisconsin, U.A.

ABSTRACT
.. / The polar automatic weather station (AWS) of the University of Wisconsin is a

battery-powered, solar panel-charged, computer-controlled unit that measures wind
speed, wind direction, air temperature, air pressure, vertical temperature difference,
and relative humidity. The nominal height of the measurements is three to five
meters at the time of installation. The data are transmitted to polar-orbiting sat-
ellites equipped with the ARGOS data collection system. The sensors are measured
at ten-minute intervals and three to five values of each sensor are transmitted at
200-second intervals. More than 100 values at ten-minute intervals are recorded in
24 hours. Thirty-four AWS units are installed in Antarctica and four AWS units are
installed on the Greenland Crest. Up to 28 of the 38 AWS units are received by the
Global Telecommunications System at six-hour intervals.

INTRODUCTION the maintenance of manned stations for meteorological
The National Science Foundation Division of Polar Pro- observations.

grams (DPP) polar automatic w, .her station project places The installation of the ARGOS system on polar-orbiting
automatic weather station (AWS. miu3 in remote areas of satellites made possible the collection of data from remote
Antarctica and Greenland in support of meteorological re- locations on a very reliable real-time basis. The develop-
search and operations. The AWS data are collected by the ment of low-power computer components allowed the
ARGOS Data Collection System on board the National design of low-power automatic weather stations capable of
Oceanographic and Atmospheric Administration (NOAA) operating in the extreme climates of Greenland and
series of polar-orbiting satellites. Antarctica.

Anta.ctica is a continent 97% covered with ice with an
awa of 15 x 106 km2 and covers 1.3% of the earth's surface. AWS SYSTEM
The average elevation of Antarctica is 2300 m with an aver- The AWS unit was developed by the Radio Science
age annual temperature of -350C, making it the highest and Laboratory at Stanford University under the direction of
coldest continent on earth. The operation of manned stations Prof. Alan Peterson. The basic AWS units measure air tern-
for collecting meteorological data is extremely difficult and peratum, wind speed, and wind direction at a nominal height
expensive. Out of approximately 30 stations operating the of three meters above the surface, and air pressure at the
entire year in Antarctica only two or three are located in the electronics enclosure. Some AWS units may measure rel-
interior of the continent, with the remaining stations located alive humidity at three meters, air temperature difference be-
along the coast, usually in sheltered locations. tween three meters and 0.5 meters above the surface, snow

Greenland is an island about 80% ice covered with an temperature difference at several levels, and solar radiation.
area of 22 x 106 ki2. The average elevation of Greenland Table 1 gives the sensors and the resolution for the AWS
is about 1200 m. Greenland has three interior and 19 coastal measurements.
stations that collect meteorological daLa. Occasional camps The AWS is controlled by a microcomputer which up-
have collected meteorological data for one-year periods on dates the data at a nominal 10-minute interval. At 200-
the crest of Greenland at an elevation of 3200 m. The second intervals three to five data points for each sensor are
Greenland interior is as difficult as the Antarctic interior for transmitted to the ARGOS-equipped polar-orbiting
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satellites. Power is provided by six to twelve 40 ampere-
Variable Sensor Resolution hour gel-ceil batteries charged by solar panels. Twelve bat-

_________________________ teries are used at the South Pole and six batteries wre used at
Air pressure Parascienific model 215 0.05 mb latitudes of 600S to 70rS and nine batteries betweeni 700S
Air temperature Platinumn resistance thermometer 0.1250C and 850S. The AWS unit at Whitlock Site on Franklin
Wind speed Belfort aerovane model 123 0.2 1111111a peae n ~e frmr ta eenyas
Wind direction " Isan ha oprtdo"atre ormr nsvnyas
Relative humidity Vaisala. HMP-3 lUT 1% Table 2 gives the unit's latitude, longitude, and elevation
Solar radiation Kipp and Zonen solarimeter 8 W m-2  past and presenit, and the start and stop date for each loaa-
Temp. differences tdon for all DPP polar AWS units. The AWS unts are
air and 31Ww two dierrnocouple junctions 0.050C grouped together based on the area aind usually are related to

a single meteorlogical experiment in the arma The stop
Table 1. Meteorological variable, sensor. and resolution for die date may be the last month that the AWS unit provided data
polar automatic weather a=on. 7he pressure sensor drifts less or the month that the site was no longer operational. The
tdan 0.2 mb in one yea. data are not always continuous, as the units occasionally

30-W30-EIndian Ocean

Atlnntan Ocean

Que Mu Ln

4 Antaaff

F~gue 1 Ma ofAntrctia sowig te lcatins f te AS uitsfor 990 Th unts n th retaile bim MuielaSit mushon i
Figure 2mid die nitsin ercanl tPrrf iewea'w n iue3
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stop and cannot be repaired or replaced until the next field
Site LAL Lan ) Elev. Date season. Figure 1 is a map of Antarctica showing the loca-

dg) "eg' (m) Start Stoptions of the widely dispersed AWS units. Figure 2 is a map

Adelie Coast of the area near Terra Nova Bay, Antarctica showing the
D-10 66670°S 139.80E 240 Feb80 locations of the AWS units for the study of the katabatic
D-17 66.700S 139.700E 438 Jan 80 Jm 80 winds down the Reeves Glacier. Figure 3 shows the loca-
D-47 67.38'S 138.72*E 1560 Jan 83 tions of the AWS units around Ross Island, Antarctica. Fig-
D-57 68.18S 137.52°E 2105 Jan 81 Dec 88
D-80 70.020S 134.72E 2500 Nov 84 ure 4 is a map of the Greenland Crest showing the AWS
Dome C 74.50"S 123.00'E 3280 Feb 80 locations including Cathy site which is no longer in
Port Martin 66.820S 141.390E 39 Jan 90 operation.
Cape Denison 67.02'S 142.68-E 31 Jan 90

Stations AWS APPLICATIONS
Byrd Station 0.O'S 120.W0-W 1530 Feb 80 The AWS units are located in arrays for meteorological
Siple Station 75.90'S 83.92-W 1054 Dec 97 experiments and at other sites for operational purposes. Any

Ross Island Region
Marble Point 77.43S 163.750E 120 Feb 80 one AWS unit may contribute to several experiments and all
Manning 78.77*S 166.85E 66 Dec 80 Jan 86 contribute to operational purposes especially for preparing
Ferrell 78.020S 170.800E 45 Dec 80 weather forecasts for aircraft flights to and from New
Asgard 77.600S 160.10°E 1750 Feb 80 Dec 82 Zealand and within Antarctica. The Polar AWS units sup-
Meeley 78.520S 170.18H 49 Dec 80 Jan36 the following research and operaonal areas:
JTurny 77.87'S 166.81°E 202 Dec 81

Laurie 77.550S 170.090E 23 Dec 81 Jan 86 -Barrier wind flow along the Antarctic Peninsula and the
Nancy 77.910S 168.17°E 25 Jan 83 Nov 83 Transantarctic Mountains;
Katie 77.700S 167.70*E 40 Feb 83 Jan 86 ,Katabatic wind flow down the slope to the Adelie Coast,
Fogle 77.820S 166.75oE 202 Jan 84 Jan 85 Reeves Glacier, Byrd Glacier, and Beardnore Glacier,
Tiffany 78.0'S 168.200E 25 Jan 84 Jan 86
Pegasus 77.97'S 166.490E 10 Jan 89 Nov 89 oMe nscale circulation and the sensle and latent beat
Pegasus North 77.95'S 166.516E 10 Jan 90 fluxes on the Ross Ice Shelf;
Moutt E-es 77.53'S 167.150E 3700 Nov 89 -Climatology of Byrd, Siple, and Dome C stations;

Ocean Islands -Oceanography in the Ross Sea;
Whidock 76.24*S 168.70°E 275 Jan 82 -Climate and meteorology of the Greenland Crest in sup-
Buckle Island 66.874S 16324 E 520 Feb 87 Oct 8 port of ice core studies;
Scot Island 67.370S 179.97-W 30 Dec87 -Meteorological su port for air operations at McMurdo,

Ross Ice Shelf
Marilyn 79.980S 165.03E 75 Jan 84 Antarctica and the Greenland Crest, and
Manha I 78.310S 172-0'W 42 Feb84 Jan87 -Monitoring for possible station locations and aircraft
Schwerdtfeger 79.94*S 169.830E 60 Jan 85 landing sites.
Gill 80.400S 179.00'W 55 Jan 85 Steams and Wendler [1988] present a review of some of
Bowers 85.20'S 163.400E 2090 Jan 86 Jan 87 the results from the AWS units in Antarctica.
Elaine 83.150S 174.46°E 60 Jan 86 Jan 89
Lenau 82.590S 174.27OW 55 Jan 86
Martha i 78.380S 173.42OW 18 Feb 87

Reeves Glacier
Manuel 74.92*S 163.60°E 80 Feb 84
Shristi 74.72*S 161.58'W 1200 Dec 87
Sushila 74.410S 161.28°E 1431 Jan 88 Site LAL Long. Elev.

Sandra 74.510S 160.420E 1525 Jan 88 (deg) (deg) (in)
Lynn 74.230S 160.290E 1772 Jan 88
Pat 74.90S 163.10'E 30 Jan 89 Antarctica

Antarctic Peninsula Ade Coas
Larsen Ice Shelf 66.974S 60.550W 17 Oct 85 Cape Jules? 67.0"S 144.0 OE
Butler bland 72.20S 60.340W 91 Mar 86 RoC J Sea
Dolanan Island 70.58*S 60.92'W 396 Feb 86 Jam 88 Bauort Island 77. OS 167. OE
Uranus 71.430S 68.93'W 780 Mar 86 Granite Harbor 77. DS 162. OE
Cape Adams 75.010S 62.53'W ? Jan 89 Buckle Island 66.870S 163.240E
Racer Rock 64.160S 61.540W 17 Nov 89 RossIeSIW4~
Halley Bay 75.500S 26.65OW 52 Mar9O C e Crozier 7755e 170.09E

South Pole Station Minna Bluff 78.5 0S 166.5 OE
Clean Air 90.00'S 2835 Jan 86 Minna Bluff East 78.50S 168. OE
Allison 89.88'S 60.000W 2835 Jan 86 Jan 88 Ice Shelf Edge 78. DS 177.5 OE
Patrick 89.880S 45.00°E 2835 Jan 86 Jan 88 Byrd Neve 80.50S 152. OE

Greenland Ice Cap Pegasus South 77.980S 166.550E
Cathy 72.3 'N 38.0 -W 3210 May87 May 89 Elaine 83.150S 174.46°E
GISP2 72.58N 38.46OW 3205 Jun 89
GRIP 72.57ON 37.62OW 3230 Jun 89 Greenland Summit
Kenton 72.36'N 38.800W 3185 Jun 89 Summit East 72.3 ON 35.0 OW 3100
Barber 71.689N 3820OW 3170 Jul90 Summit North 73A ON 37.720W 3100
Klinck 72.35-N 40.50-W 3100 Aug 90

Table 2. AWS locations from 1980 to IM If e site doTable 3. Locations Plamed for 1991. The exact locatom, ARGOS
habe a. sto latens froe 190 uto 199. at the sit d . identification number, elevations, md start date will not be known
have a stop date then the AWS unit is at the site in 1990. until the units ae actually installed.
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AWS DATA ACKNOWLEDGMENTS
The data are available on paper as values taken every The AWS program is supported by National Science

three hours of wind speed, wind direction, air temperature, Foundation Division of Polar Program grants 8606385,
and pressure for each month including a monthly summary. 8818171, and 8821894. The British Antarctic Survey in-
The three-hourly data are available on 5.25- and 3.5-inch stalls and services the AWS units in the Antarctic Peninsula
magnetic disks in IBM format and includi any additional area. Expeditions Polaires Francaises installs and services
data that may be available such as the vefical air tem- theAWS unitsfrom D-10toD-80.
perature difference and relative humidity. The complete data
set is available on magnetic tape. AWS data from 28 sites REFERENCE
are entered into the Global Telecommunications System Stearns, C. R., and G. Wendler, Research results from
every six hours. Antarctic automatic weader stations, Rev. Geophys., 26,

45-61, 1988.
FUTURE PLANS

Table 3 gives the AWS sites planned for 1991 in
Antarctica and Greenland. The Antarctic units should be in-
stalled between November 1990 and February 1991. The
Greenland units should be installed during July 1991. After
an experiment is completed the AWS units will be removed,
repaired, modified, and relocated for another experiment.
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Detection of Temperature and Sea Ice Extent Changes
in the Antarctic and Southern Ocean

T. H. Jacka
Australian Antarctic Division, Kingston, Australia

W. F. Budd
Meteorology Department, The University of Melbourne, Parkville, Australia

ABSTRACT
Some global climate models indicate that future global warming from increased

atmospheric concentrations of greenhouse gases may be greatest in the polar
regions, over areas where the sea ice cover is reduced. The reduction of sea ice area
in the models also gives rise to a strong positive feedback to the warming. From the
increase of atmospheric greenhouse gas concentration to date and the results of
transient climate models, an estimate of the expected change in the Antarctic tem-
peratures and sea ice extent can be made.

The existing data for observed changes in temperatures of the Antarctic and
Southern Ocean (extending back to -1956 and -1945 respectively) are analyzed
along with the data of sea ice cover (commencing in 1973) to examine the extent to
which the anticipated warming trends and sea ice decrease are being realized.

In spite of high temporal and spatial variability, the data does support small sig-
nificant trends of temperature increase and sea ice cover decrease compatible in
magnitude to those expected as a consequence of atmospheric greenhouse gas
increase.

The seasonal cycle shows a delayed period of autumn-winter sea ice growth
with a longer period of open water. This supports a mechanism for positive feed-
back between decreasing sea ice cover and increasing temperature.

INTRODUCTION sequence of the effect on the climate of changing sea ice
Results of several numerical modeling studies of the extent, concentration, and thickness. This suggests that as an

effects of increased atmospheric greenhouse gas concentra- early warning indicator of the onset of a detectable warming
tions on climate [e.g., Manabe and Wetherald, 1975, 1980;, from the increasing atmospheric greenhouse gas concentra-
Manabe and Stouffer, 1979; Dickinson et aL, 1987] have tions, the monitoring of surface air tempertures in the Ant-
suggested that changes in climatic parameters could be arctic region would be worthwhile. This task has been
greatest in the polar regions, where feedback mechanisms tackled by Budd [1975], Jacka et al. [1984] and Jones and
operate between the climate and the sea ice. Several studies Limbert [1987].
have thus been carried out on relationships between sea ice At the same time, the monitring of Antarctic sea ice
extent and other climate characteristics [e.g., Schwerdfeger extents would also seem worthwhile, is practicable, and has
and Kachelhoffer, 1973; Streten and Pike, 1980;, Cavalieri been tackled by several workers [e.g., Zwally et al., 1983].
and Parkinson, 1981]. This paper updates previous reports [Budd, 1975, 1980;

In particular, many of the climate models aimed at Jacka, 1981, 1990] based on climate monitoring projects
studying greenhouse effects predict increased surface air which have been described in detail by Jacka [1983), Jacka
temperatures, amplified in the polar regions as a con- et al. [1984] and Cook et al. [1991].

63



I p I I

360"

GOUGH IS. 11.6
TRISTAN DA CUNHA 14.5

GRYTVIKEN 330 2.0

STANLEY 300"-%.. - -- -- .

PUNTAARENAS 6.2
JUAN FERNANDEZ 15.5

270 -

ISLA PASCUA 20.5

240
PITCAIRN IS, -- - v - - A  20.9

RAPA 20.6

TAHITI U 210 -25.8

RAROTONGA 0 23.9
CHATHAM IS . 11.2

'0 --------- - - 1.
RAOUL 1. -- - - - v----

CAMPBELL IS. 0) 6.9

MACQUARIE IS. 0

MATTSUYKER IS. 11.3

CAPE LEEUWIN 120 16.8
CAPE NATURAL ISTE V 16.5

NEW AMSTERDAM g 13.8
H Af 11.1

G 1 60- e -4.5

CROZET 5.0

MARION IS. 5.4

CAPETOWN 
30-

0 EUC
-2C

45 s0 '5 60 65 70 i5 80 85 9

Year

Figure 1. Mean amual surface air temperatures for Southern Ocean and South Pacific Ocean stations. The time series awe plotted as anom-
alies about a zero line. The long-term mean temperature for each station is indicated in the right-hand margin. Data are plotted approximately
according to station longitude (E) indicated on the left-hand axis.

Climatic data for these monitoring projects are collected monthly climate data summary from South Africa. In addi-
from several publications emanating from countries respon- tion, Monthly Climatic Data of the World and Climate Mon-
sible for the operation of the various meteorlogical sta- itor include summaries for several Antartic and Southern
tions. Examples of these publications include Antarctic Ocean stations. Finally and where necessary, data are
Journal of the United States, the Japanese Antarctic Bul- obtained by personal communication with observers at the
letin, Infornation Bulletin of the Soviet Antarctic Expedi- stations themselves.
tions, the Australian ANARE News, New Zealand's Sea ice extent data from the U.S. Navy/NOAA Joint Ice
Meteorological Observations published annually, and the Center weekly maps are monitored on a monthly basis.
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Figure 2. Mean annual surface air tarnperazures for coastal Antarctic stations. The time series wre plotted as anomalies about a zero line. The
long-term mean tenperature for each station is indicated in the right hand nwgin. Data we plotted approximately according to station
longitude (*E), indicated on the left-hand axis.
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Computer-linked digitization of these maps is of the north- Antarctic stations exhibit low tenperatures, and vice versa
em ice limit at each 100 of longitude. The Joint Ice Center in other years (e.g., 1962). To examine the extent of this
maps have been available in the current format since Jan- phenomena in more detail, an army of correlation coef-
uary, 1973 and are compiled from various sources [Godin, ficients was calculated by comparing annual mean tem-
1979]. peratures from each Antarctic station with every other

The data banks described above, and upon which this Antarctic station. Figure 3 shows longitudinal difference
paper is based, are now available to interested researchers between the stations as a function of correlation coefficient.
on 3.5-inch diskettes (IBM or Apple Macintosh) by con- The data of Figure 3 have themselves a correlation coef-
tacting the authors [see Jacka, 1990 for further details]. ficient of -0.66, significant at the 99% confidence interval

For now, three topics are addressed. First, what tech- Note that while temperatures from stations close together
niques can be used to detect (a) a warming trend in the Ant- are well correlated, there is also some tendency for stations
arctic and Southern Ocean, and (b) a trend to less extensive on opposite sides of the continent to be negatively
sea ice extent? Second, what is the relationship between correlated.
these trends, and third, are the trends compatible with those On the time domain of Figures 1 and 2, it is seen that
expected to result from increased atmospheric concentra- most station data exhibit warming trends. These trends are
tions of greenhouse gases? greater for the Antarctic stations than for the ocean stations.

In order to examine the results in relation to possible They are, however, small in comparison with the inter-
greenhouse warming, the following numerical values may annual variability of the data (particularly for the Antarctic
provide a useful reference. The ice core data [Pearman et al., stations) and thus the statistical significance of the trends,
19861 indicate that the pre-industrial level of atmospheric especially for stations with only a few years of data, is dif-
CO2 at about the middle of the last century was 280 ppm ficult to establish. The significance of the trends is made
compared with about 350 ppm at present (1990). This sug- clear by the analysis shown in Figure 4.
gests that if there were no thermal lags in the system, The histograms of Figure 4 show the frequencies of sta-
expected changes could be equivalent to those at about one tions with annual mean temperature data exhibiting different
quarter of the way towards a CO2 doubling from 280 to 560 linear regression line slopes. Regression slopes were cal-
ppm or the equivalent in terms of other greenhouse gases. culated over various time periods, viz. (for Southern Ocean
Any thermal delays would make this an upper limit. stations) 1949 to 1958, 1949 to 1968, 1949 to 1973 and

A typical global average temperature increase for the 1949 to 1988, and (for coastal Antarctic stations) 15,59 to
equilibrium greenhouse doubling, according to the IPCC 1968, 1959 to 1978 and 1959 to 1988, so that each histo-
report [Houghton et al., 1990], is about 30C. In the region gram includes a further 10 years of data than the one above.
near the Antarctic sea ice the changes obtained from many For the 1949 to 1958 Southern Ocean station data, the
of the models have been about double this amount. The distribution of frequencies about a near-zero regression line

anticipated trends over the past century might therefore be slope is similar to that expected for a random sample of data
expected to be about one quarter of these increases, ie., up exhibiting no trend. With the addition of a further 10 years
to 0.75*C north of the sea ice and 1.50C further south. of data, a slight tendency to higher frequencies near zero

In most of the model results a reduction in maximum sea slope is exhibited. The 1949 to 1978 data shows a clearly
ice latitudinal extent is also obtained. A typical reduction for skewed distribution with reduced range and a mean slope

the equilibrium CO2 doubling scenario is about 6°laL within indicating slight warming. Finally, this distribution is

an annual amplitude of 801at. One quarter of the 60lat. would strengthened by the addition of data to 1988. The mean of

be 1.5°lat. which could be expected if the changes are on the regression slopes for the ocean station temperature data

schedule without lags. These values can be used for refer- over the period 1949 to 1988 is -0.80 C1100 years. The con-

ence to those obtained by our analysis of the data. fidence that can be placed on this warming extent is
strengthened by the consistency of stations exhibiting a

DETECTION OF TEMPERATURE CHANGES
Mean annual surface air temperature data are shown in

Figures l and 2 for Southern Ocean and South Pacific ,ao
Ocean stations and for coastal Antarctic stations respec- " '
Lively. Within each figure, the data are arranged approx- ISO- .. *

imately according to station longitude, facilitating both Z " *

temporal and spatial examination of trends. Figure 2 go -0
includes one station, "Peninsula," for which data were com-
piled by calculating the mean annual temperature anomalies _.

across all Antarctic Peninsula stations. It should be noted 3 30-
that because of the sparse coverage of islands in the South- 0z
em Ocean, Figure 1 includes data from islands in the South -. 0 oo 0.5 1
Pacific and from locations at the southern extremities of the CORRELATION COEFFICIENT

continents.
Examination of the data sets on the spatial domain shows Figure 3. By comparing uIsual mean empeanmtie from each

clearly that neighboring stations exhibit similar trends. It is Anuactc station with every othe Antmuic stadin m array of cor-
relation coefficients is formed. The plot aows longitudinal differ-interesting to note addition for the coastal Antarctic sta- between stations function of correlon coefficient. The

tion data, that in some years (1980 is a good example) East plotted data have correlaton coeffkient -0.66, sipifica at de
Antarctic stations exhibit high temperatures, while West 99% confidence interval.
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warming trend and by the closer approach to this figure with DETECTION OF SEA ICE EXTENT CHANGES
the addition of further data. Those stations showing negative Figure 5 is a presentation of annual mean sea ice extent at
trends are primarily located in the South Pacific, north of the each 100 of longitude, plotted in a format similar to the tern-
circumpolar ocean flow. perature data of Figures I and 2. On the spatial domain, it is

The histograms for the Antarctic data show trends similar seen that in some years, there are large areas of reduced sea
to the ocean data. However, because not as many years of ice extent (e.g., 310 to 3600 longitude in 1977) and in oth-
data are available for the Antarctic stations and because the ems, of increased extent (e.g., 30 to 600 longitude in 1976;
Antarctic data exhibit higher interannual variability, the con- 280 to 310 longitude in 1987). In addition, note that on
vergence of the trend is not as clear as for the ocean data. It occasions, the same trend reversal between East and West
should be noted that only two of the fifteen Antarctic sta- Antarctica noted for the temperature data, also occurs for
tions exhibit a cooling. These two stations, Mawson and the sea ice extent data (e.g., for 1980, a marked reduction in
Molodezhnaya, are neighboring stations which may be extent at longitudes 170 through 2400, yet substantially
affected by increased air flow from the cold interior, as indi- increased extent at longitudes 300 through 3300).
cated by the gridded analysis of station seasonal pressure On the time domain, it is clear from the results shown in
anomalies plotted by Jones and Wigley [19881. For the Ant- Figures 5 to 8 that the annual variations in sea ice are
arctic stations, the mean of the slopes of regression lines greater than any long-ternn trend, but that at most longitudes,
through the data sets indicates a warming of -2.8*C/100 although the mean changes from 1975 on are small, a
years. This figure cannot be designated the same degree of decrease in ice extent from the early 1970s is evident. In
confidence as the ocean data warming rate; however it is addition, the few data from Cook's expeditions of 1772 to
clear that there is a warming trend for the Antarctic stations 1775 [Herdman, 1959; Rubin, 1982] and from the Discovery
and that it is higher than that exhibited by the Southern expeditions in the 1930s [Mackintosh and Herdman, 1940]
Ocean stations. The clear movement of the histograms to the indicate that for the summer months, there is evidence of a
positive side over time provides confidence in the sig- decrease in sea ice extent over this longer period prior to the
nificance of the trends. start of the satellite data.

Calculations of slopes of linear regression fits through
each curve of Figure 5 reveal that 26 of the 36 curves

SUTHERN OCEAN ANTARCTICA exhibit a trend to reduced sea ice. The mean of the slopes
INNT41 indicates a reduction in sea ice extent of 1.90 00 years.

For the ice extent there are too few years of good quality
data to carry out a progressive trend analysis; however the

4 1consistency of the trend to reduced ice extent around the
continent gives support to the confidence of the above
figure.

I__ INESIn order to examine changes in the ice edge on a seasonal
'"S.INISINN.1018basis, Figure 6 is a plot of the mean ice edge latitude for

*each month of the year from data averaged over the four-
year periods at the beginning and end of the series, viz. 1973h to 1976 and 1986 to 1989. The mean decrease in sea ice
extent between these two periods is clearly illustrated and
the plots show that there is less ice during the time of mini-

I mum extent and throughout the growth period for the later
four-year period. The greatest reduction is during the

* months August through October, the time of maximum ice
extent. It can be seen that at maximum extent, the mean sea
ice extent has reduced by -0.6lat. (i.e., a total area reduc-
tion around the continent of -2.3 x 106 km2) over the obser-

0 0vation period. There has been a reduction in the duration of
.,,, .a - 0. a the mean ice cover of about 2 weeks over most of the sea ice.! .LOI OF 1,1..1. ,..-1,.. area and at the current maximum ice latitude (i.e., at -610S),

a reduction of about 2 months. This can be observed in Fig-
4 ure 6, and is compatible with the observation by Gloersen

and Campbell [1988] of a later occurrence of the maximum
ice extent. During the period of sea ice decay, November
through January, the ice extent is unchanged over the obser-

-o - -z ., .... ,,.o .. ,,..vation period.

Figure 4. Histograns showing the frequency of stations with RELATIONS BETWEEN SEA ICE AND
amiual mean temperature data exhibiting different linear regression TEMPERATURE CHANGES
line slopes. Data periods examine are (for Southern Ocean Msa-
tions) 1949 to 1958, 1949 to 1968, 1949 to 1978 and 1949 to 1988, Since some climate models have predicted greater warm-
and (for Antarctic stations) 1959 to 1968, 1959 to 1978 and 1959 ing in polar regions due to feedback mechanisms as a con-
to 1988. The mean regression slope in each histogram is indicated sequence of reduced sea ice extent, it is useful to examine
by an aow. these two parameters together and to establish some
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24 -67.2 Figure 6. The mean (aross 36 x 100 longiades) arnnal sea ice

cycle is plotted for the 4-year periods 197 to 1976 and 1986 to
-66.6 1989.

. -66.2

0J 210 -65.6 1980) particularly high Antarctic temperatures and high
866.1 Southern Ocean temperatures occurred along with reduced

) 86.6 sea ice extent. Comparisons over the whole record (1973 to
18 - , 67.4 1989) do not result in high correlations. The slopes of linear

CD -65.7 regressions through these mean anomaly curves do, as
- 84. expected, indicate higher temperatuM and reduced sea ice

oj 150- -63.8 extent. For the data from 1973 to 1989, the sea ice extent
-64.2 has reduced by -1.9*1at./100 years while coastal Antarctic

- -- ~ .64.0 temperatures have increased by -13 0C/O0 years. Assum-
120- -3.6 ing that these phenomnm are dependent, a long-term change

- 63.0 of -1.5latfC is implied. [cf. Budd, 1975 who found for
\0f0% .62.0 data at Laurie Island involving ice duration, an inferred rela-

go- -62.4 tion between sea ice and temperature fluctuations of

. . -61.9 It has already been observed that most of the Southern
--A 8-62.5 Ocean island stations exhibit a warming trend, that all but

60_-_6_ 82.7 two neighboring coastal Antarctic stations exhibit a warm-
-"----_, __"-62.8 ing trend and that the sea ice extent exhibits a reduction at

.6-3.5 twenty-six of die thirty-six I0" longitudinal increments.
-63.4 To examine the geographical distribution of the trends
-62.5 further, in Figure 8 the slopes of regression lines through the
-62.4 annual mean temperature data for each station are plotted

0 -62.6 for coastal Antarctic stations about the inner circle, and forSouthern Ocean and South Pacific Ocean island stations,
20 further extent about the outer circle. In addition, the slope of regression

lines through the annual mean sea ice extent dam at each
0 100 of longitude is plotted about the middle circle. Some

2' lesser extent interesting features can be seen from the diagram. All of the
I Southern Ocean stations exhibit a warming trend while the

70 75 80 85 90 more northerly South Pacific Ocean stations generally
Year exhibit a cooling trend. For the Antarctic stations, as already

noted, only Mawson and Molodezimaya exhibit a coc!ing
trend. These Pacific Ocean islands are under the influence

Figure S. Mean annual sea ice extent at each 10° of longiiie, of the westerly flowing tropical water in the northern branch
plotted in the same format as the temperature data of Figures 1 and
2. The long-term (1973-1989) mean latitude of the ice edge is indi- of the South Pacific Ocean gyre which could exhibit a cool-
cated in the rigt imrgi ing from reduced circulation as described for a future warn-

ing by Simmonds and Budd [this volume].
The sea ice extent curve is particularly interesting. While

relationship between warmieg rate and ice exten Figure 7 the total sea ice extent shows a trend to less ice, the curve
shows time sers of the mean across all longitudes of the exhibits a (weak) four-wave pawn, with each of the
annual temperature anomalies for the Southern and South regions of increasing extent located 10 to 300 to the cast of
Pacific Ocean stations and for the coastal Antarctic stations, due north of the major ice shelves. The regions where the
along with the mean annual latitude anomalies for the sea sea ice is slightly more extensive are in the northern parts of
ice extent. Comparison, for the period 1973 to 1989, of the Ross and Weddell gyres. This could also result from a
these data sets revtals that for a few selected years (e.g., reduction in the ice drift from reduced Westerly winds.
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Figure 7. Means across all longitudes of (a) Southern and South Pacific Ocean mean temperature anomaly, (b) annual sea ice extent, and (c)
coastal antarctic station mean temperature anomaly.

phere. Further, as expected from the effect of feedback

mechanisms between higher temperatures and reduced sea
ice coverage, the warming rate appears to be higher for the
Antarctic stations than for the Southern Ocean stations, and
higher for the Southern Ocean stations than for the South
Pacific Ocean stations. The sea ice extent results indicate a
reduction, also of about the magnitude expected from the
effects of greenhouse warming.

.2,8 To more accurately determine the temperature trends, the

sea ice trends, the relations between these two climatic
parameters, and the influence on them of increasing green-

... house gas concentations, mnxtmng projet need to con-

tinue. With more years of data, the significance of the trends
will become clearer. For the temperature monitoring, more
climate stations are required. In particular, the West Ant-

oc,,108oa Tom. arctic coast between the Ross Ice Shelf and the Antarctic
*, o Peninsula is data sparse. Significantly, this same sector of

______-- __ ga ___
°

_ _" the Southern Ocean has no climate stations. The inclusion of

Figure . The slope of regression lines through the annual mean South Pacific Ocean stations in this project was made spe-
temperature data for each station is plotted for Antarctica about tie cifically to partially overcome this problem. Plans to deploy
inner circle; and for the Southern Ocean and Pacific Ocean islands, automatic weather stations at several sites in Antarctica and
about the outer circle. Also, the slope of regression lines tlough the Southern Ocean [Steams and Weidner, this volume],
the annual mean sea ice extent data at each 100 of longitude is plot-
ted about the middle circle. Areas exhibiting a warming effect, aNo particularly in the Pacific Ocean sector, are encouraging.
area exhibiting a reduced sea ice extent, ae indicated by shading. However, until automatic weader stations have operated

continuously for at least five years they are of little assis-
tance for climate monitoring. Fortunately, these stations are

Jacka [1981] found that the sea ice extent w s i best of now reliable ennugh to do this and one or two can now be
related with annual mean temperature if an eastward shift of utilized for this purpose.
the sea ice of-~300 was imposed. Lemke et al. [1980] related Sea ice monitoring also needs to continue. Recent studies
sea ice drift to the west-to-east-flowing circumpolar curre, L [e.g., Ackley and Smith, 1983; Jacka et al., 1987; Allison,

1989;, Brandt et al., 1990] have shown that the Antarctic sea
CONCLUSIONS AND FUTURE RESEARCH ice area includes large areas of very thin ice and of open

The results indicate a trend to higher temperatures in the water. For future studies, therefore, it will be necessary to
south polar regions. With the addition of further dam, the examine not just the northern ice limit, but to also include
significance and uniformity of the trend is increasing. The monitoring of ice concentration and thickness. Ice con-
warming rate is consistent with that expected from the centration can be estimated by remote sensing fom t-
increased concentration of greenhouse gases in the atmo"- ellites. For now, however, the measurement of ice thickness
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requires expeditions into the sea ice zone and the develop- during winter and spring, along with further drifting buoy
ment of special devices such as upward-looking sonar. and automatic weather station deployment, will provide data
Future expeditions to the Antarctic sea ice zone, particularly for more precise monitoring of these climatic parameters.
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Interannual Variability of Monthly Sea Ice Distributions in the North Polar Region
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ABSTRACT
,'- Passive-microwave data from the Nimbus 5 and Nimbus 7 satellites have been
used to determine and map, by month, the interannual variability of the spatial
distribution of north polar sea ice over the period 1973-1987. Results are illustrated
for the months of January and July, during the winter ice growth and summer ice
decay seasons, respectively. In January, the greatest interannual variability in the
distribution of the ice occurs in the Sea of Okhotsk, whereas the portions of the ice
edge exhibiting the least interannual variability lie in the southern Greenland Sea
and immediately to the southwest of Svalbard. In July, spatial variability is high in
Hudson Bay, Baffin Bay, the southern Kara Sea, and the northern Barents Sea. The
monthly maps are meant to allow ready comparison with past and future sea ice
distributions and aid in the assessment of whether specific changes are climatically
important.

INTRODUCTION extended over the entire bay in each year [Parkinson and
When examined regionally, sea ice distributions often ex- Cavalieri, 1989; "ice extent" is defined here, and elsewhere,

hibit a high level of interannual variability. For instance, as the areal coverage of ice with concentration > 15%].
over the eight-year period 1979-1986, November monthly Alm, for the north polar region as a whole, the maximum
average sea ice extents in Hudson Bay varied from 03 x 106 monthly average ice extents for each of the eight years var-
kn2 in 1981 to 1.2 x 106 km2 in 1986, January ice extents in ied by only 4%, from 14.9 x 106 km2 in March 1984 to 15.5
the Sea of Okhotsk varied from 0.5 x 106 km2 in 1984 to 1.2 x 106 km2 in March 1979 [Parkinson and Cavalieri, 1989].
x 106 km2 in 1979, and March ice extents in Baffin Bay/ Clearly proper interpretation of the climatological sig-
Davis Strait varied from 1.1 x 106 km2 in 1981 to 1.7 x 106 nificance of a given change in the ice cover and of whether
km2 in 1983 [Parkinson and Cavalieri, 1989]. The high re- a 10% change or a 20% change or even a 100% change is

lvariab on tl aere esignificant requires knowledge of past changes and pref-
gional variabiSty, with monthly average extents in one year erably a long sequence of past changes. It is unfortunately
sometimes exceeding double those in other years, opens not possible at the present time, for either the northern or the
abundant possibilities for incautiously making misleading southern hemisphere, to obtain a consistent sea ice data base
inferences of climate change from selectively chosen data. covering 30 or more years, as is standard for many so-called
At the same time, however, the known high interannual var- "climatological" data bases for other variables. However,
iability, coupled with the lack of a long-term global sea ice the technology exists, through satellite passive-microwave
data base, can lead overly cautious scientists to despair of observations, for such data sets to be obtained eventually.
ever interpreting any change in the ice cover as climatolog- Furthermore, the existent satellite passive-microwave record
ically significant. Yet there are aspects of the ice cover that now spans most of the period since 1972 and is thus long
show a high level of consistency from year to year and for enough to make it worthwhile to present in concise form the
which noticeable future changes could indeed be significant interannual variability revealed by it. Consequently, the data
from a climatological viewpoint. For instance, over the from two major satellite passive-microwave imagers have
same 1979-1986 period used to illustrate high variability in been used to generate maps depicting the inerannual var-
certain months and regions, there was no variability in Jan- iability of monthly sea ice distributions in the north polar
uary, February, or March ice extents in Hudson Bay, as ice region over the period covered by the two data sets,
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including most of 1973-1987. The maps are illustrated here et al. [19841 do not estimate the accuracy of the derived ice
for the months of January and July and are meant to serve as concentrations, but later comparisons of thi SMMR values
a baseline for comparison with future sea ice distributions, with independently derived ice concentrations suggest that

the 5-9% estimate for ice-concentration precision is a good
DATA SOURCES estimate for ice-concentration accuracy as well [P. Gloersen,

The sea ice data used for this study are derived from personal communication, 19911. Although other sea ice al-
radiometric data of two satellite passive-microwave in- gorithms have also been developed for the SMMR data, the
struments, the single-channel Electrically Scanning Micro- SMMR sea ice concentrations used here are derived from
wave Radiometer (ESMR) on the Nimbus 5 satellite and the the Cavalieri et al. (1984) algorithm. The SMMR data were
Scanning Multichannel Microwave Radiometer (SMMR) on collected on an every-other-day basis for most of the period
the Nimbus 7 satellite. The ESMR was operational for most from the launch of Nimbus 7 in October 1978 through late
of the period 1973-1976, and the SMMR was operational August 1987, and monthly averages are available for every
from October 1978 through August 1987. month November 1978-August 1987. The SMMR data have

The Nimbus 5 ESMR recorded horizontally polarized ra- been mapped to the 30 km grid of the ESMR data.
diation at a wavelength of 1.55 cm, a wavelength at which
the emissivity of sea ice differs considerably from that of RESULTS
open water, thereby allowing the determination of ap- The ESMR and SMMR data have been used to generate
proximate sea ice concentrations. The emissivity of ice at monthly maps of the range of sea ice distributions existent
1.55 cm varies with ice type but generally falls between in the north polar region over the period of the two data sets.
0.80 and 0.98, whereas the emissivity of open water is much In addition, more detailed monthly maps have been gener-
lower, being approximately 0.44. In regions of predom- ated showing, for each 30 x 30 Ian grid element, the number
inantly one ice type, the algorithm used to derive sea ice of years with sea ice in the particular month. The two sets of
concentrations from the ESMR data is based in large part on maps are illustrated here for the winter month of January
a simple linear interpolation between the 0.44 emissivity of (Figures 1-2) and the summer month of July (Figures 3-4).
open water and the appropriate emissivity for the single ice The reader is referred to Parkinson [1991] for the full set of
type. In the case of first-year ice, with an emissivity of 12 monthly maps of the range of sea ice distributions and
approximately 0.92, these calculated ice concentrations are for the September and March maps of the number of years
estimated to have an accuracy (versus the actual ice con- with ice. The latter two months are typically the months of
centrations) of ±15% [Zwally et al., 1983]. In regions with ice extent minimum and maximum in the north polar region,
mixtures of ice types, a similar algorithm is used but the with January and July being months generally still ex-
contrast in emissivities between ice types hinders the un- periencing net ice-cover growth and decay, respectively.
ambiguous determination of ice concentration from the [To assist in the proper iterpretation of Figures 1-4, a
single-channel ESMR data, so that the estimated accuracy few general comments will be made regarding, first, the de-
worsens to ±25% [Parkinson et al., 1987]. The worsened ac- fining threshold for ice concentrations used in generating
curacy in these regions is not a major problem for the the figures and, second, the spurious indications of ice
current study, because only the overall distributions of the around much of the land/sea boundary, for instance along
ice are considered, not the specific concentrations within the the southern and western coasts of Europe. A threshold of
ice pack. The reader is referred to Parkinson et aL [1987] for 30% ice concentration was used in determining the sea ice
more details on the Arctic ESMR data and the associated distributions. This 30% threshold matches the ice concentra-
calculations of sea ice concentrations. The ESMR trans- tion isopleth found, in a study of coincident SMMR and air-
mitred good quality data for the north polar region for most craft observations in the Greenland Sea, to be the SMMR-
of the four-year period from the launch of Nimbus 5 in De- derived isopleth that best cmelates with the ice edge posi-
cember 1972 through the end of October 1976, allowing the tion for diffuse ice edges [Campbell et al., 1987]. The 30%
calculation of monthly averages for each month from Jan- threshold also eliminates almost all atmospheric inter-
uary 1973 through October 1976 except March, April, May, ference, making it a reasonable choice for defining the ice
and August of 1973, and June, July, and August of 1975. edge for Figures 1-4. The pervasive indication of ice along
The data have a spatial resolution of approximately 30 kin. warm-water coasts (Figures 1-4) occurs in grid elements

The Nimbus 7 SMMR was a 10-channel instrument that having both land and ocean within the relevant field of view
recorded both vertically and horizontally polarized radiation of the satellite sensor. Such grid elements have brightness
at each of five wavelengths:. 0.81, .A, 1.7, 2.8, and 4.6 cm. temperatures which combine high values for land with low
Because of the multichannel nature of the instrument, ice values for ocean, resulting in intermediate vales suggestive
concentrations can be calculated from the SMMR data with of fractional sea ice coverage. This land contamination of
less ambiguity than is inherent in the calculations from the the data is a problem common to all passive-microwave data
single-channel ESMR data. Cavalieri et al. [19841 have sets and necessitates added caution in the calculation and in-
taken advantage of the multichannel nature of the SMMR to terpretation of ice extents. Basically, however, when a study
calculate sea ice concentrations from a polarization ratio in- concentrates on spatial images, as here, the land contamima-
volving the two 1.7 cm channels and a gradient ratio tion problem can be more easily identified and ignored.]
involving the vertically polarized 0.81 cm and 1.7 cm chan- The results for Janaary and July are summarized in Fig-
nels. The resulting ice concentrations have a 60 km spatial ures 1-4. In January, the greatest interanual variability in
resolution and are estimated, based on the variability of the the distribution of the ice occurs in the Sea of Okhotsk
observed brightness temperatures over one annual cycle, to (Figure 1), where in some years the sea is almost nmmplesely
have a precision of 5-9% (Cavalieri et al., 1984]. Cavalieri ice covered and in other yen ice exists only a the
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Flgure 1ISata variabiity in Jauay mnthldy averaged a ice distributions over the 13 Januarys of the ESMR/SMMR sea ice record
(January 19737 and 1979-97). White signfis sea ice coverage with concentration a 30% in each January of the ESMR and SMMR data
sets; green Signifies January sea ice coverage in somfe yews but not others; and blue sigiies no January sea ice (with concentration Z 30%)
in any of the ESMRISMMR year. Note Color reprints are availale fron the author.
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Figure 2. Frequaicy of Januazy sea ice ocowrawe., On a monthly average basis. ovaf the 13 Januarys of die ESMR/SMMR recmrd
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Figure 4. Frequency of July sea ice occurrence, on a monthly aveage, basis. over dhe 12 Julys of die ESMR/SMIMR record.
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westernmost and northernmost portions. Examination of the In the Arctic Ocean in July, many of the ESMR/SMMR
sequence of Januarys [e.g., Parkinson and Cavalieri, 1989] years had a sizeable region of open water off the northern
shows that this variability results from iarge fluctuations in Canadian coast just cast of Alaska, but the ice cover con-
the ice cover from year to year and not from a consistent or sistently continued to reach the north coast of Alaska itself
even near-consistent trend toward either increasing or de- (Figures 3 and 4). Ice also consistently remained south of
creasing ice coverage over the ESMR/SMMR period. The the islands Severnaya Zemlya and Novosibirskiye Ostrova,
high interannual variability suggests that the Sea of Okhotsk in spite of occasional occurrences of open water to the east
in January would be a particularly poor selection of place and west and, in the case of Novosibirskiye Ostrova, to the
and time to seek evidence of future climate change, north as well, although indeed open water existed immedi-
although indeed if the entire sea were to be free of ice in ately to the east of Novosibirskiye Ostrova in only one year
January, this might signify something significant (Figure 4).

The portions of the ice edge exhibiting the least inter- The January and July results highlighted here show corn-
annual variability in January lie in the southern Greenland parable overall levels of monthly average ice distribution
Sea (latitudes 59°-670 N) and immediately to the southwest variability (as defined by the areal extent of green in Figures
of Svalbard (Figure 1). The consistency in these two loca- 1 and 3) to the levels found in each of the other months
tions contrasts not only with the high variability in the Sea [Parkinson, 1991], although the annual cycle of variability
of Okhotsk but also with the sizeable spatial variability varies significantly from region to region. For the Sea of
existent along the entire remaining ocean-bound edge of the Okhotsk, its January variability (Figure 1) exceeds its var-
ice pack. However, within the ice pack there is also a great iability in any other month; and for Hudson Bay, its July
deal of consistency, ice existing in each ESMR/SMMR variability (Figure 3) is exceeded only by its variability in
January throughout the Canadian Archipelago, Hudson Bay, November and greatly exceeds its variability in the
northern Baffin Bay, the Kara Sea, and the entire Arctic remaining 10 months. In contrast, for the Canadian
Ocean with the exception of a small area just north of Archipelago and the Arctic Ocean, their January and July
Svalbard (Figure 1). The appearance in future January aver- variabilities are well below their variabilities in September,
ages of sizeable areas of open water in any of these latter the month of minimum ice coverage overall; and for the
regions would show a definite change from the ice coverage Bering Sea, its highest variability is in April, at the start of
existent in the ESN /SMMR years. the ice-decay season [Parkinson, 1991].

Taking the Sea of Okhotsk as an example, details pro-
vided in the January frequency map (Figure 2) include dt CONCLUSIONS
in all years except one there was a large region of open The combination of high interanual variability in por-
water in the southeast portion of the sea and l tions of the sea ice cover and the lack of a long-term global
polynyas indicated in Figure 1 in the northwest were rare,occuringin ech nstace i onl on of he 1 Janary sea ice data base makes it difficult to pa observed inter-
occurring in each instance in only one of the 13 January annual changes in a climatological context. The ESMR/

In July, spatial variability is high in Hudson Bay, Baffin SMMR satellite passive-microwave record is still too shortBay, the southern Kara Sea, and the northern Barents Sea for the desired climatological data base, but the 13-year
(Figure 3). In fact, even though in some years much of record is a major advance over what was available pre-
Hudson Bay remains ice covered in July, in some years the viously and it provides valuable information on interannual
bay is free of ice altogether, a point that is also true of the variability. Consequently, the ESMR and SMMR data have
southern Kara Sea, the northern Barents Sea, and the north- been used to map the interannual range in monthly sea ice
em and eastern portions of Baffin Bay. Nonetheless, there distributions and the frequency of ice coverage, as illustrat-
remain areas even in these seas and bays where consistency ed in Figures 1-4 for January and July. These maps reveal
exists for each of the ESMR and SMMR Julys, and hence spatial details on the interannual variability in the posi-
future changes from that consistency could signify im- tioning of the sea ice edge, showing regional differences
portant changes in the sea ice distributions. For instance, in within a month and temporal differences between months.
northern Baffin Bay a sizeable open water region (actually Future noticeable changes in regions exhibiting only slight
an enlarged North Water polynya) existed in all 12 Julys, as variability, such as along the southeast coast of Greenland in
did a wide band of open water along much of the west coast January (Figure 1), could be more significant than compar-
of Greenland (Figures 3 and 4). A failure of the band of able changes in regions showing great variability, such as
open water to appear west of Greenland would signify cold- the eastern Sea of Okhotsk in January (Figure 1). By
er conditions than usual, with a likely cause being a weak- allowing ready comparisons with January and July ice edge
ened West Greenland Current, as the warm north-flowing positionings at other times, the summary information pro-
waters of the West Greenland Current are a major cause of vided in Figures 1-4 on the range and frequency of January
the open water in this vicinity. In contrast, a completely and July ice edge positionings over the ESMR/SMMR years
open Kam Sea (extending northeast to Severnaya Zemlya) rin assist in interpreting past and future changes in the ice
in future July monthly averages would signify warmer con- cover and assessing whether those changes reflect normal
ditions than those existent during the ESMR/SMMR years. inteannual variability or are more likely due to climate
As an isolated occurrence, such an opening might reflect change. Justification of claims of future climate change in
tempoay shifts in currents or winds, but as part of a more sea ice distributions will be easier if there are sizeable ares
general pattern of reduced ice extents it might be indicative in which the new distributions fall outside the znge of dis-
of a widespread warming. tributions obtained during the ESMR and SMMR years.
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ABSTRACT
The U.S. Navy has recently developed an underwater acoustic propagation loss

model suitable for use in ice-covered seas. The under-ice scattering component of
this model requires a spatially varying input data base of ice roughness character-
istics to support both empirically- and theoretically derived scattering loss algo-
rithms. The empirical algorithms characterize the under-ice roughness by the
standard deviation of the mean ice draft. The theoretical algorithms are based upon
keel characteristics, namely the mean deep draft keel and the number of deep draft
keels per unit distance.

We have attempted to construct a data base of these parameters for the Arctic
Ocean based upon analysis of under-ice thickness distribution data acquired from
inverted echo-sounder data from submarines transmitting under the ice. From the
voyages of 13 submarines, which traversed virtually all regions of the Arctic Ocean
during all seasons, a suite of ice thickness statistics have been calculated for 50-km
segments along each submarine track. Contour maps of the roughness parameters
were constructed. Not surprisingly they show that the roughest ice and the greatest
number of deep draft ice keels are found off the north coasts of the Canadian Archi-
pelago and Greenland due to ice convergence on these land barriers. A linear
regression demonstrates that the ice roughness, characterized by the standard devia-
tion, increases with increasing ice thickness at a rate of about 0.5.

Similar maps based on further analysis of all submarine-collected under-ice
thickness distribution data on a year by year basis could be invaluable in the deter-
mination and monitoring of geographically specific and basin-wide sea ice changes.
Such maps could be of considerable significance in the determination of the role of
the polar regions in global change.
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ABSTRACT
A geophysical processor for deriving sea ice type and ice motion information

from sequential SAR image data has been designed and is in implementation phase
for use with ERS-l SAR data at the Alaska SAR Facility (ASF). This SAR ice data
processor, called the ASF Geophysical Processing System, or ASF-GPS, will be in
place for launch in May 1991. Descriptions of the salient aspects of ASF-GPS and
its current status are presented.

The next step in the evolution of processors for geophysical descriptions of sea
ice is now in design phase; it involves the utilization of data from other sensors and
sources and the generation of higher-level products. The augmented data are en-
vironmental, e.g., weather agency analyses, satellite-derived surface temperatures
and drifting buoy data. These data serve to (1) improve the performance of the ba-
sic data product generation, the ice type and motion data sets, by increasing ac-
curacy and shortening processing time, and (2) extend the level of the data products
by computation of key geophysical fluxes. Geophysical quantities required from the
sea ice processor include the surface heat, momentum, brine and freshwater fluxes,
radiation balance, snow cover, melt pond cover and thermodynamic state. The es-
timation of two of these fluxes, brine and freshwater, is discussed, and the re-
quirements for suitable environmental data are also presented.

Finally, the system design of the ASF-GPS and the follow-on processor, de-
signed initially to utilize SAR data from RADARSAT with weather and other in-
puts, e.g., AVHRR, and, after upgrade, from the suite of EOS instruments, will be
presented. As now envisioned this system will have layered architecture with major
branches in data management, user interface and science data analysis and will
serve as a prototype design for a wide range of applications.

INTRODUCTION quency and surface wetness conditions. The series of up-
Imagery from SAR systems has been applied extensively coming satellites carrying SAR instrumentation that will be

to studies of sea ice in the polar oceans due to itsfine res- flown in this decade (Table 1) will significantly increase the

olution and all-weather capability. These studies have fo- quantities of radar data that will be available over the polar

cused primarily on deriving meaningful ice types from regions. To take advantage of these satellite opportunities,
the Alaska SAR Facility was developed to receive, process,

backscauer characteristics displayed in the imagery and and archive the SAR imagery from these sensors. From this,
obtaining fields of ice motion from comparison of pairs of the possibility arose for obtaining high resolution maps of
radar imagery. Essentially, SAR imagery can produce ac- global ice type and motion on a routine basis over long time
curate maps of ice type and motion, with the reliability of periods; these maps could then be used to examine the air-
the ice type maps being dependent primarily on radar fe- ice-ocean interaction and fluxes of heat, salt and freshwater.
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ERS-1,2 JERS-1 RADARSAT EOS SAR ESA Polar Platform

SAR
Frequency C-band L-band C-band X-, C-, L-band C-band
Polarization VV HH HH X/C dual, L-quad VV
Swath 100 km 75 km 50-500 km 50-400 km 100 km
Resolution 25 m 18 m 10-100m 15-100 m 25 m
Incidence angle 230 350 20-500 20-6W0 230 + .40*
Orientation right right right, some left right, some left right
Data storage none 20 minutes 20 minutes none, TDRSS TBD

ORBIT
Inclination 97.50 98.50 98.50 98.5* TBD
Altitude 785 km 568 km 790 km 623 km TBD
Repeat 3, 35 days 41 days 24 days 16 days, some 5 TBD

MISSION
Launch ERS-1: May/1991 Feb.41992 1995 1999 TBD

ERS-2:1994
Lifetime 3 years 2 years 5 years 15 years TBD
Status approved approved approved proposed proposed
Agency ESA NASDA CSA NASA ESA

OTHER
INSTRUMENTS Radar Altimeter Visible and none none many, TBD

Wind/Wave Infrared
Scatterometer mode Radiometer
Along-Track Scan-
ning Radiometer

Table 1. Planned spaceborne SAR missions: mission descriptions.

This interest prompted the development and implementation pleted geophysical products will be placed into the ASF da-
of operational algorithms that could produce these sea ice tabase and be available for distribution. At present the GPS
products on an automated basis, thereby generating higher algorithms ae designed for the SAR system characteristics
order products as well as effectively dealing with the large of ERS-1 and will be subsequently upgraded to incorporate
volumes of data that are anticipated. the other satellites' varying sensor characteristics. Each al-

The first three upcoming satellites, ERS-1, JERS-1, and gorithm will now be discussed separately.
RADARSAT, are single frequency, single polarization sys-
tems that will provide increasing global coverage access and ICE MOTION TRACKING ALGORITHM
data rates throughout this decade, beginning with the launch The design of the ice motion algorithm at ASF has been
of ERS-1 in 1991 (Table 1). ASF will process the SAR im- discussed in detail by Kwok et aL [1990] and the functional
agery into both full resolution (about 25 m for all systems) block diagram is shown in Figure 2. The ice motion al-
and reduced resolution imagery (about 200 m). The scene gorithm derives ive motion vectors from a comparison of
size is about 100 x 100 km for ERS-1 and JERS-I but will two overlapping scenes that are separated in time. As men-
be between 100 and 500 km 2 for RADARSAT. ASF will tioned, the algorithm utilizes SAR image data (100 km by
also have the capability of processing the imagery into geo- 100 km in size) which have been pocessed to a reduced res-
coded map reference frames. All processed data will be olution of 200 m (100-m pixel size) and then geocoded. The
archived in the Archive and Operations System (AOS). Fol- geocoding process provides an accurate earth location (with
lowing these programs, the planned EOS SAR will provide an uncertainty of 100 m) that is critical for the measurement
a multiple-frequency polarimetric system with global of absolute ice motion and deformation. The reference map
access. grid to be used for the GPS data is the grid selected for

The Geophysical Processor System (GPS) is an ASF sub- SSM/1, a DMSP passive microwave radiometer system,
system that is being implemented to produce ice and ocean which is a polar stereographic projection with the secant
geophysical products from the SAR imagery [Holt et al., plane at 70"N/S, designed to minimize distortion of the mar-
1990a]. It is a SUN.4 workstation with a high speed array ginal ice zones.
processor and supporting peripherals. The GPS will have the The algorithm first finds the image pair to be analyzed
capability to generate maps of ice motion, concentration, for ice motion by selecting a reference image that is located
and type on a daily and automatic basis (Figure 1). For the within an ice-covered region and has been recently pro-
ice products, geocoded reduced resolution (200 m) imagery cessed. The database is searched to locate a candidate
will be utilized. The function of the GPS has been extended matching image for the reference image using a motion pre-
to include the routine processing of ocean wave products dictor model based on the geostophic wind and previously
from the full resolution (25 m) SAR imagery. The con- derived ice motion information. The candidate image pair
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must have at least 50% overlap and have been obtained
within an appropriate time window, which is generally op-
timum at 3-6 days. Next the algorithm determines whether

ALASKA SAR FACILITY the image pair is located within the central pack or in the
GEOPHYSICAL PROCESSOR SYSTEM marginal ice zone. Following this, the algorithm performs

FUNCTIONAL BLOCK oDLqAW several levels of feature matching to locate common ice fea-
ties within the two images. For basin imagery, detailed7 A I matching is performed using area cross-correlation tech-

,O A N M(RAU CT niques which can also consider relatively small floe rota-
tions. The basin output is generally a uniformly distributed

IE TEvPOUCT motion field. Fot image pairs at the ice margin, edge de-
.~smAA..ESI C.,TJ tection techniques are used for finding common features

WAVR ASPETR WAVE P IS PRODT procedure combines an unsupervised segmentation, to locate
A A Dthe principal textural feature regions of the image pairs, and

feature matching, where the features turn out to be the edges
RAEZ.L2A A AS of open leads and ice floes. This procedure is followed by_BUOY DATA ANKaur area cross correlation which fills in the nonuniformly dis-
-TEMP DATA WAGE DATA
-WIND DATA -PROC ATA tributed feature matches to a uniformly spaced grid as much-WINDDATA-PROCT DATA
4cE rED.E MP as possible. At each level, the output vectors are run through

consistency filters to remove spurious outlying vectors. The

Figure 1. Block diagram of the GPS showing the input data prod- vectors are interpolated onto the SSM/I grid with 5-kn
ucts and ancillary data used by the three algorithms to generate the spacing and output as fields of ice motion vectors which are
basic geophysical output products. available as ASCII files and graphic plots on the AOS. The

accuracy of the algorithm is between 100-300 m based on
detailed manual comparisons. The GPS will be able to gen-
erate at least 10 ice motinn vector maps per day. The de-

ICE MOTION TRACKER velopment work for this algorithm has been done almost
ALGORITHM FLOW exclusively with imagery acquired by the Seasat SAR (L-

band) in 1978 over the Beaufort Sea and an example is

shown in Figure 3.
WIND BUOY GMT a T LOCATION

S I I ICE CLASSIFICATION ALGORITHM
ESTIMATOR The GPS ice classification algorithm was recently dis-

O.TAB AE cussed by Holt et al. [1989, 1990b]. The deve.lopment work
on the ice classification algorithm has been cone using SAR

IG PI Iimagery principally acquired by the JPL AIRSAR system
during flights over the Beaufort, Chukchi, and Bering Seas

S.THERE in March, 1988 [Cavalieri et al., 19911. It has been verified
OVERLAP' with this data and other similar imagery from different re-

gions that there is a high contrast in radar backscaater at C-
1J, X' ' lband between multi-year and first-year ice types. This high

I
• **e ~ ~ [I'-TR E~aA TO ] ACINABASEO contlrast can be effectively used to separate these major ice

types by relatively straightforward and efficient approaches.
,I IO AOR The ice type algorithm flow chart is shown in Figure 4.

FEATURE MATCHING CHECK A The algorithm will begin by the GPS querying the archive
SMH-E for recently acquired imagery over ice-covered regions. This

OPERATOR is done in parallel with the ice motion algorithm image
ALERT CCISISTENCY

.ECRN REA-SED search. The daily catalog of images is irpnsferred to the GPS
ING MATCNGwhich then goes through a search procedure to identify pairs
SCI of imagery suitable for both ice classification and motion

AREA-BASED CHECKANo analysis. As mentioned previously, the ice classification al-
MAT CHIG, FLTERING gorithin utilizes reduced resolution imagery (200 m) with

1 100 x 100 m sized pixels. The algorithm is seasonally de-CON SSTNCY ]

CHECK pendent which reflects the changing character of the ice
FITEN surface conditions. The winter ice o ',ons are presently

better understood than the more complicated transition sea-
IE MOTION DATA sons and therefore the algorithm is expected to be most

accurate from about November to May in the Arctic. The
Figure 2. Block diagram showing the flow of the combined fea- summer seasons are more problematic since radar scattering
ture-baed and area-based GPS ice motion tracking algorithm, from ice is so dependent on the presence of water in the
From Kwok et al [1990]. snow cover and the ice. It is expected that this limitation
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ICE MOTION DERIVED FROM ASF
GEOPHYSICAL PROCESSOR SYSTEM

SEASAT SAR
OCT. 1 (1382) OCT. 4 (1425) OCT. 7 (1468)

i i C

ICE MOTION
VECTORS
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Figure 3. lc motion vector mnp derived by M OPS ice motion algorithm br tresequential h es of th sine we field obtained by the
Seaat SAR over the Beaufort Sea in1978 Note the dage i the vector direction in the two motion maps.

will be improved by the incorporation of additional radar surface scatterometer measurements. Each satellite will have
look-up tables by season and region. separate tables based on frequency and polarization.

The next step locates the image corers on the SSM/I The algorithm then utilizes a clustering routine to separ-
grid. Following this, the algorithm masks out any land coy- ate the dominant feature classes into 4-5 major clustes.
erage in the image based on a comparison with a digitized This is an unsupervised segmentation and requires as input
land boundary map. This comparison also determines the the expected number of classes and the separation in back-
proximity of the image to the ice edge, which is obtained scatter between these classes The clusters are then com-
from weekly ice edge maps produced at the Joint Ice Center, pared to the selected look-up table and are assigned ice
and keys the algorithm to the major ice zones, e.g., if the im- classes based on the brightness level and the actual separa-
age lies in the Bering Sea or within the permanent ice pack, tion. The clustering algorithm is sensitive to the quality or
for example. sharpness of the brightest cluster which requires good ab-

The next key step is the proper selection of the radar solute calibration and radiometric compensation. The ac-
look-up table which lists the radar backscatter of several ma- cumcy of the classification is sensitive to the separation in
jor ice types as a function of incidence angle and season. backscatter between classes, including multi-year to first-
The selection will be based on regional location, and air year and thin frust-year to grey and young ice. The thin ice
temperature and perhaps surface winds from meteoroogical classes, which have low radar etum sat C-band, ae par-
analysis such as from the National Weather Service. The ticularly sensitive for the following reason: the ERS-I SAR
look-up tables have been compiled by R. Onstott based on data is being designed to have a noise equivalent oO of -18
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ICE CLASSIFICATION the ice type for each pixel. This will also be browsable in a

ALGORITHM modified form and available for distribution as an ASCII
file. Each file will also include the air temperature and wind

DAUlI~CA,11AmN WODATA speed at the time of image acquisition as derived from the
meteorological analyses. The GPS will be capable of gener-

01TEAM IVOMaWTL MEIOWating classification products from 20 images on a daily ba-
=**UMM L sis. The accuracy of the classification algorithm is expected
• ATAEAMTAP to be 5-10% depending on the absolute calibration. Of

course, this will be further examined during post-launch
validation.

The next two sections discuss briefly an approach for es-
LOOKTuBU timating brine and freshwater fluxes in the polar oceans and

how the determination of these fluxes would be ac-
complished through an evolution in the GPS capabilities, in-
volving the use of other sensor data and models to generate

( u'sAM the higher-level products. The additional data would serve
not only to extend the present capabilities of the GPS but
a' o to improve its current performance by increasing

CAW _V= v accuracy. The design of the follow-on processor is also
discussed.

CIM"AS ._____AW= ALGORITHMS FOR ESTIMATION OF
BRINE AND FRESHWATER FLUXES

The sea ice cover effectively insulates the ocean from the
AKTEA PAlIrM atmosphere by altering the surface heat exchange. Heat loss-

CMOENUPS O es from the ocean to the atmosphere and absorption of solar
radiation to the upper ocean are reduced by the presence of
the ice cover. These exchanges are then affected by the
thickness and movement of the ice. In certain areas, the re-
jection of salt from growing ice produces dense waters

U DAwhich sink, thus promoting convective overturning of the
inauu(NA asmiecs Ian uo upper ocean layer and the formatio of the ocean's deep

CL Um C L m~wwater [Aagaard and Carmack, 19891. The movement toward
the equator and subsequent melting of ice adds to the upper
ocean fresh, cold water, which acts to stop convection in the

WE TM meU= upper ocean. The use of SAR in combination with passive
microwave instruments such as SSM/I to measure these

Figure 4. Block diagram showing the flow and program design of fluxes appears feasible and approaches to determining brine
the GPS ice classification algorithm, and freshwater fluxes have been recently outlined [Carsey,

1991].

dB which suggests that ice surfaces with a radar return near For determining brine flux, the key ice observations tht

this level (such as thin ice) will be approaching the are needed include mapping of thin ice and tracking its

noise level. Absolute calibration of about ±2.5 dB is re- growth and deformation. Thin ice is detectable with a single

quired to enable confident separation of ice types. Radio- channel SAR but its backscatter may be confused with calm

metric compensation is also necessary to remove any non- water and variations in thin ice form, for example. Current

uniform antenna pattern corrections in order to produce a research indicates that polarimetric SAR systems may pro-unifrm ntena attrn orrctios i orer o podue a vide more accurate determination of this ice type [Drink-
constant brightness level for multi-year ice across the rel- w ate eer, th ie cwe brigh-

ativly arrw rnge f icidnceanges i th ER-1 ata water et al., 19911. However, the passive microwave bright-atively narrow range of incidence angles in the ERS-I data ness temperatures show a continuous increase as thin ice
(23* ± 31). However, compensation is not done if there is no ns eprtrsso otnosices sti c
multi- r ie n the, cmgenatnd i nthe dton if the mi n grows to about 0.5 m in thickness, albeit at a coarser resolu-
multi-year ice in the image and if the variation in the multi- tion [Grenfell, 1986; Steffen and Maslanik, 1988]. To make
year ice return across the image in range is less tha th use of the brightness temperatue record, the ice must be
ural variation. There are many adjustments possible at this tracked so the brightness changes can be monitored and the
step and this will be a key area of examination during the in- ice must be carefully monitored to account for open water
itial months of operation, production. This is done using SAR motion data. The inter-

The final step in the algorithm is the production of output pretation of the brightness record in terms of ice growth is
products. Two products will be available and stored in the complicated by variable snow cover and growth rates, and
archive. The first will be an ice type map of 5-km bins grid- deformation of the ice cover. Deformation thickens the ice
ded in the SS/I projection. For each bin, the percentage of cover in a way that is not related to ice growth and increases
each ice type will be listed. This product will be browsable the brightness temperature. Deformation is obtainable from
as a contoured graphic file and available for distribution as the high resolution SAR motion data, where the opening and
an ASCII file. The second product will be a map indicating closing of leads can be monitored. From the combination of
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the SAR and brightness temperature records, the de- wind and buoy motion data are valuable for estimating the
termination of heat and brine flux based on new ice thick- movement of the ice pack, which is important for locating
ness distributions is possible. potential SAR motion image pairs and thereby increasing al-

For estimating freshwater flux, it is necessary to know gorithm speed, and for determining deformation within
the thickness of the ice and to determine its rate of decay. leads and thin ice condition and state of growth. In addition
Ice thickness can be reliably measured by upward-looking to being important for the flux estimates, these data will also
sonar, for example, but cannot be measured by remote sens- increase the accuracy of the current motion and classifica-
ing instruments. Ice type determination from these in- tion algorithms. Such data are available through satellite
struments serves as a proxy measurement of thickness. In communication systems such as UNIDATA on a routine ba-
the case of freshwater flux, the thicker ice types are most sis and will form a permanent archive in the GPS.
important and these can be readily separated by both SAR A critical component of the flux algorithm will be the in-
and passive microwave data, especially during the winter, corporation of multiple sensor data and weather analyses.
The increase in liquid free water in snow and ice due to These include especially the brightness temperature records
warming complicates the signals for both instruments but if from passive microwave sensors such as SSM/I and later
used together, the condition of the melting ice cover may be EOS instruments. Also, AVHRR data will be important for
adequately determined throughout the melt season [Onstott providing sea/ice surface temperatures as well as ice extent
et al., 1987]. Ice melt is evaluated through the warm season and possibly motion as clouds pem-,it. Within the GPS,
by examining extended time series of both SAR and passive these data will be analyzed together with the ice motion and
microwave. classification products to generate ice growth and brine flux

Development of these algorithms will require several estimates. In the EOS era, data from multiple sensors will be
stages for refining models for ice thickness, incorporating routinely available as data streams through communication
field campaign data for validation for ice properties and network systems.
state, and expanding from local single-scene analysis to The follow-on GPS will have a layered architecture that
large, synoptic-scale time series analysis. ERS-1 and JERS- includes data management, user interface, and science data
1 SAR imagery will be quite suitable for initial development analysis techniques (Figure 5). Many of these functions are
and test efforts, which should enable a more formalized and generic and can be applied to geophysical processing for
complete algorithm to be in place for data from other scientific disciplines utilizing SAR imagery with
RADARSAT. From the extended time series from requirements for ancillary and multiple sensor data, so the
RADARSAT and EOS SAR, it will be possibly to assess basic design serves then as a prototype for additional
long-term climatic changes in these fluxes. processors.

To generate these and other flux estimates, several steps
must be taken within the GPS enviromenL The GPS at SUMMARY
present is configured to generate sea ice products from ERS- By combining geophysical sea ice algorithms currently in
1 and JERS-1. The limited amount of SAR data from these place in the ASF GPS with multiple sensor and environ-
two systems will provide adequate coverage for developing mental data and models, it will be possible to compute heat
the flux algorithms. The wide swath and onboard storage ca- fluxes which are critical to examining air-sea-ice inter-
pabilities of RADARSAT and later EOS SAR will provide action and ocean circulation for effects of climate change.
the rapid and complete coverage of the polar regions that is These algorithms will make use of future SAR systems, in-
needed to produce suitable time series that will enable con- cluding RADARSAT and EOS SAR, with wide swath map-
tinuous flux determinations to be made in the key dynamic ping capabilities, which are scheduled to be launched in the
areas such as the Greenland-Iceland-Norwegian Seas and second half of this decade. A design for a follow-on GPS
the Weddell Sea. The GPS will require increased geo- system which incorporates these new algorithms will serve
physical processing capabilities and more efficient al- as a prototype for other scientific disciplines.
gorithms to handle the more extensive RADARSAT data as
well as efficient transfer of the data from the main SAR pro- ACKNOWLEDGMENTS
cessor into the GPS. The authors would like to acknowledge the significant
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in the ice cover due to the onset of melt and freeze-up. The nautics and Space Administration.

85



EOSIRADARSAT GEOPHYSCIAL PROCESSOR
SOFTWARE STRUCTURE DIAGRAM

REFERENCESC
AagaardIERAC K.Dn .Crak h oeo e c n te ot . .KoF AsAndJ oneA vr

fres waer n te Acti cicultioJ.Geohys Re., 4, iewof he Neop YSIlSaicpodcsgnrtdtth

14851498 98. lak SR aclty Pocedns f heScod atr
Carsy, . D. Anaocobieadfehae lxs ntoa Cneec (c ehooy dtdb .K

inteipreted from MOdar an irwv aimtrdti utye p 3-4,CmrdgeCoFmpuaioa

Deep~~~~~~~~~~~- Co-cto an-De-Wte-orato,-die-b- Mcancs--9
J.-C.~~DSPAY GacrEsve,19,Iupes ot . .Koand .RgoSausomh c ls

CLiEM . I. P. Crwod M.R rSwCr .T ifcto loih nteAlakaSA acliy
Eple, D Frer R R Jnzan C C acRMan hscl rcso RLSysem PrcednMBoSGASS

Aircaft ctie an pasivemicrwav valdatin o seapp. Mi-222 ,nivriyo arln,19
ice cncenratin frm th DMS SSM/, J.Geopys. wokR., . C. oriaderR. MAnnll, n S agA

Re:., 191, submited. IcM oto rcigSse tteAak A aiiy
Drnkaellr, SR wk .PAMernnr n E. JEETM Oceni Eg.O1,4-5,190

Fea ice infte Btucerign Greenan Srtye a ce IEEE tra s suiale on er i Geo p. z Re cldin p2olar5-6835,1987

AGeosci . and E.motcns, The37leof3ea2ce986 the Htfe, B., and Jwk . asi, masn of aNimbus 7n Scan-

grshm daevntelopmeti anirifcation feop .R e.94viwo the Alaskhyderive sea ice ocetrt onst Lanate aefo
148-49,99 lsaSAR Facility sn icatiaey, Proceedings of the NotSae rao afnByJ eoys tr- 3
JGarsS'9. D, Aapprol-5 anc ouvie nrhaer, 1989.s 1076910781 1988.e fIeTehooyeie b .K

inerrte ro rdr n mcrwverdimee dt, n uth t l. p.33-44 amrdg, op86ioa



A Review of the Antarctic Region Ice Phenomena Based on Satellite Images

L. Hus
Department of Remote Sensing and Marine Cartography, University of Sczcecin, Sczcecin. Poland

ABSTRACT
Some results of the analysis of sea ice dynamical phenomena observed in Ant-

arctic satellite images are presented. The images were received from the METEOR
satellite, an APT system at the Polar Station on King George Island. Many ice fea-
tures observed and analyzed in the satellite images had been observed and
described in real time. Sea ice morphology, and sea ice as an indicator of hydro-
dynamical phenomena in the ice-ocean-atmosphere system, were studied.

The analysis included both sea-atmosphere interactions, and the influence of
ocean conditions (currents, tides, bottom topography) on the creation, distribution
and movement of pack ice fields. Results of the investigations show that the Ant-
arctic region is characterized by a high spatial and temporal variability of sea ice
extent and arrangement, particularly in the marginal ice zone.
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Recent Changes in the Coastal Regions
of Antarctica Documented by Landsat Images

J. G. Ferrigno and R. S. Williams, Jr.
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B. K. Lucchitta
U.S. Geological Survey, Flagstaff, Arizona, U.S.A.

B. F. Molnia
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ABSTRACT
In 1987, a consortium of SCAR (Scientific Committee on Antarctic Research)

nations initiated a project to acquire a complete set of Landsat data on the coastal
regions of Antarctica to document the present areal extent of ice shelves and outlet
glaciers and to monitor any changes that have occurred in this dynamic area. So far,
good-quality, cloud-free images have been acquired of approximately 60 percent of
the coastal area. The new image data can be compared with (1) historical maps and
aerial photographs; (2) the earlier set of Landsat images acquired of Antarctica dur-
ing the 1970s; and (3) recently acquired data, to determine changes that have
occurred during the past few years, the past several decades, or longer, depending
on the accuracy and availability of comparative information.

Comparison of the recently acquired images with earlier data has shown sub-
stantial changes in the ice volume of several coastal areas. In 1986, more than
11,225 km2 of the Larsen Ice Shelf and 11,500 km2 of the Filchner Ice Shelf calved
into the Weddell Sea. During the same year, about 1600 km2 of the glacier ice in
the Thwaites Iceberg Tongue and the Thwaites Glacier Tongue broke away. In
1987, a large tabular iceberg, estimated to be more than 4000 kin2, calved from the
eastern side of the Ross Ice Shelf. Between 1973 and 1988, 600 km2 of the Shirase
Glacier Tongue calved. Imagery acquired in 1989 shows a continuing reduction of
the Wordie Ice Shelf, parts of the Larsen Ice Shelf and several other areas around
the continent.

The dynamic Antarctic ice sheet is the major glacier component, about 91 per-
cent, of the Earth's cryosphere. It is reasonable to expect considerable cyclic fluc-
tuation in the coastal regions. However, the recent apparent large-scale retreat or
recession in several areas makes it important to continue to monitor and evaluate
the changes to determine if they are random, cyclic, or whether they are a signal of
global climatic change.
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One Glacier's Retreat, a Global Warming does not Make:
An Argument for Systematic Monitoring of North American Glaciers

Bruce F. Molnia
U.S. Geological Survey, Reston, Virginia, U.S.A.

ABSTRACT
One predicted response of the Earth to global change is a warming in the north-

ern latitudes, with an increase in the rate of glacier melting and retreat. Since 1986,
the terminus of Mendenhall Glacier, a 15-kilometer-long valley glacier near Juneau,
Alaska, has been retreating rapidly, at a rate more than ten times greater than its
rate during the past few decades. At first glance, some might attribute this rapid
retreat to global warming. In reality, the changes at Mendenhall Glacier have little
or nothing to do with climatic warming or global change. Rather, ironically, they
are the result of an unusual sequence of events, triggered by a small advance of the
glacier.

In 1984-85, a minor advance of Mendenhall Glacier dammed Nugget Creek,
whose waters then overflowed on to the glacier and created a supra-glacial lake.
Located a few hundred meters from the terminus, the lake expanded by ablation and
iceberg production. During the summer of 1988, the expanding lake breached the
remaining ice of the glacier terminus and merged with Mendenhall Lake. Today,
the glacier's terminus has a high rate of iceberg production that contributes to the
continuing rapid retreat of the glacier.

In this instance, we were able to closely monitor the sequence of events and the
changes at the glacier's terminus, and so determine that the Mendenhall Glacier
responded to a sequence of non-climatic events. If we had only a pre-1985 obser-
vation and then were to see the Mendenhall Glacier in 1990, our interpretation of
the events and changes at the Mendenhall terminus might have been far different,
and incorrect. Unfortunately, with most other glaciers, there may be many years
between observations.

Glaciers may be sensitive indicators of global change, but we must be very cau-
tious about attributing all future changes in glaciers to global change or climate
warming. As the Mendenhall Glacier illustrates, we must refrain from jumping to
convenient conclusions. Rather, we need to rely on frequent, systematic observation
and monitoring to determine the impacts of human-induced and natural processes
on glacier systems.
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- Evaluation of Dynamics of Polar Regions Landscapes
-on The Basis of Remote Sensing Information

L. S. Garagula and V. E. Roujansky

Department of Geocryology, Faculty of Geology, Moscow State University, Moscow, USS.R.

Abstract
The appearance of landscapes in polar regions is caused by the development of

cryogenic geomorphic processes in the past and at the present time. This work
presents an example of the interpretation of cryogenic processes and phenomena
revealed in certain neotectonic, geomorphic, and geocryological conditions in the
Tazovsky peninsula in the U.S.S.R.

On the basis of aerial photographs and space images, interpretation of cryogenic
processes and phenomena was determined. Three types of dynamic series were
defined: asynchronous (evolutional), synchronous, and mixed type. Tracing these
series in nature using remotely sensed data has been carried out by identifying the
cryogenic phenomena on high resolution photographs and revealing their role in the
formation of landscape morphoscupture. Several peculiarities were revealed in
using different types of series for geocryological forecasting. Investigations show
that forecasting evaluations of landscape condition dynamics are reliable when
complex approaches are used.

INTRODUCTION AND OBJECTIVE interpreted from the point of view of both natural and

Polar landscapes represent a dynamic series of cryogenic technogenic landscape dynamics.
processes and phenomena [Veisman, 1978; Grechishev et Such an approach has been realized in the research work
al., 1984]. These series are due to the paragenesis of of the Department of Geocryology, Moscow State
geological processes or to the stages of their development. University. For example, on the basis of aerial photographs
Besides, a cyclic character or process is observed in the de- and space images, interpretation sets of cryogenic processes
velopment of polar landscapes, which may be explained by and phenomena were revealed in certain neotectonic,
rhythmic climate fluctuations, different tectonic movements, geomorphic and geocryological conditions in the Tazovsky
and the inner logic of the process development associated peninsula. These sets form different paragenetic dynamic
with causal relationships. The objective of the research series of cryogenic processes and phenomena. Three types
presented herein is to present an example of the interpreta- of dynamic series of cryogenic processes and phenomena
tion of cryogenic processes and phenomena revealed in were determined in the Tazovsky peninsula: asynchronous
certain neotectonic, geomorphic, and geocryological condi- (evolutional), synchronous, and mixed type, as shown in
tions in the Tazovsky peninsula in the U.S.S.R. Table 1.

According to the manifestation of processes in relief Asynchronous series, which reflect dynamics of
features and geological phenomena, it is possible to landscape and permafrost conditions, correspond to the
determine important features in landscape development both evolutionary conditions of cryogenic phenomena formation,
in retrospective and in perspective aspects. So far as when one process causes another as a result of a change of
remotely sensed data allow one to define geological natural conditions and a corresponding change of a trend of
phenomena in different aspects, as a result of single or cryogenic geomorphic processe. By this process, a more
several processes, it is obvious that these data may be ancient phenomenon transforms into a new one.
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Table 1. Types of dynamic paragenetic scries of cryogenic (and othmr exogenketic) proessesmad phenomena determined in the Tazovsky
Penisula (somec examples).

Synchronous series occur when cryogenic phenomena awe ing parts of the lake basins and formation of polygonal
developed simultaneously, while mixed series occur when ground and frost mounds Thus, the given paragenetic series
both synchronous and asynchronous development of goes through three successive stages of development and
cryogenic phenomena take place together, form three kinds of landscapes, each with a specific

topography. If the currently observed landscape belongs to
REMOTE SENSING AND FIELD WORK the first or second stages of this paragenetic series devel-

Tracing these series in nature using remotely sensed data opment then it is possible to forecast its neut stage, because
has been carried out by identifying the cryogenic us realization doesn't require any additional factors or
phenomena on high resolution photographs and revealing causes. However, the transformation of the external condi-
their role in the formation of landscape morphoscuipture. In dons (neotectonics and climate) may cause essential
addition, the character of paragenesis of processes and changes in the series development So, changes in the neo-
pheiomena has been establishe on the basis of field tectonic movement's direction can lead to weakening or
observations data and the well-known regularities of ceasing of the thermokarst process at the first stage, or
cryogenic processes' development [Baulin et al.. 1967; intensifying of thermal denudation in the second stage of
Veisman, 1978; Grechishev et al., 1984; Baulin, 1985; paragenetic series development
Trofimov, 19861. Identified cryogenic processes and Climate warning is favorable to the development of
phenomena and their sets were combined in paragenetic processes at the first and second stages and it slows down
dynamic series and subsequently were used to forecast the cryogenic processes at the third stage. Therefore forecasting
dynamics of landscape in the Tazovsky peninsula. Several on the basis of aerial photograph and space image interpreta-
peculiarities were revealed in using different types of series don may be valid, provided the climatic conditions and neo-
for geocryological forecasting. tectonic movement of the area of interest are stable for the

Distinguishing and tracing of asynchronous paragenetic forecasting period. For example, thernokarst. lakes are
series provides a most reliable evaluation of landscape widespread on the surface of different geomoarphic levels
dynamics. It is known, for example, that subsidence: of the within the limits of the Nizhnepursky inherited depression,
earth's Surface accompanied by the process of bog formation which is located in the South-East of the Tazovsky
causes thermnokarst development. Deepening of the ther- peninsula. The photographic images of th=s lakes testify to
mokarst lakes causes more intensive thermal abrasion. The the intensive processes of thermal abrasion of their shoes
shores become more smooth and lakes are overgrown. The overgrowth, and peat accumnulation within degradating lake
process of peat formation occurs, causing freezing of outly- basins. That is, the natural landscapes observed there wre
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associated with the second stage of the previously noted par- SUMMARY AND CONCLUSIONS
agenetic series of cryogenic processes and phenomena. Investigations of cryogenic processes and phenomena in
Consequently, in the case of invariable "outer" conditions the Tazovsky peninsula using remotely sensed data have
(climate and the trend of notectonic movement), it is shown that forecasting of landscape condition dynamics can
possible to forecast the beginning of the third stage of the be more reliable, when complex approaches are used. This
paragenetic series in a given natural environmeLn a (1) l of t according

Another forecasting evaluation of landscape dynamics to neotectonics, geomorphology, geology, the history of
using satellite data can be given for landscapes with syn-
chronous paragenetic series of cryogenic processes and permafost genesis and development, and recent
phenomena. In such a case, an activation or slowing down geocryotogical codition; (2) de enninati of their spatial
of a specific cryogenic process depends on the peculiarities distribution of cryogenic phenomena based on interpeaon
of the change of external conditions, which cause their of aerial photographs and space images; (3) field invesiga-
development, rather than on the character of the process tions of permafost, cryogenic processes and phenomena,
manifestation in one or another time interval. It is more and (4) forecast of cryogenic processes and phenomena
appropriate to discuss the intensity of patter's signature dynamics on the basis of determination of their paragenetic
rather than the change of the pattern of topography on the series and sets as well as using analogous methods and
photographs. The extent to which a study area is affected by mathematical modeling.
cryogenic processes testifies to the palco and present natural
conditions, and it is this characteristic that can be used in REFERENCES
forecasting. Baulin, V. V., Permafrost in Oil and Gas Basins of the

By this method, the area within the limits of the Severo- U.S.SR. (in Russian), 214 pp., IzdaeIstvo "Nedra,"
Tazovsky meganticline, a positive neotectonic strctur Moscow, 1985.
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agenetic series. This series includes erosion and thermal Lowland (in Russian), 214 pp., Izdatelstvo "Nauka,"
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ABSTRACT
In preparation for the first European Earth Remote Sensing (ERS-1) mission, a

series of multitemporal, multifrequency, multipolarization aircraft synthetic aper-
ture radar (SAR) data sets were acquired over the Bonanza Creek Experimental
Forest near Fairbanks, Alaska in March 1988. Significant change in radar back-
scatter was observed over the two-week experimental period due to changing en-
vironmental conditions. These preliminary results are presented to illustrate the
opportunity afforded by the ERS-1 SAR to monitor temporal change in forest
ecosystems.

INTRODUCTION changes in the amount and state of plant fluids in response
The goal in utilizing remote sensing systems for forest to environmental stimuli, such as variations in solar radia-

ecosystem analysis is to infer characteristic biophysical tion, availability of water (due to rain or drought), and
parameters from the remotely sensed data. With the pro- changes in air temperature. That these changes result in dif-
posed launchings of a variety of space-based imaging radar ferences in radar backscatter from a forest canopy are clear-
systems throughout the 1990s, there has been an increasing ly indicated by theoretical models as well as measurements
interest in the utility of radar data for forest ecosystem anal- made by ground-based scatterometers.
ysis. The first of these spaceborne SARs will be on the In order to furher understand the kinds of biophysical
European Space Agency's (ESA's) Earth Remote Sensing properties that may be detected with spaceborne SAR sys-
(ERS-I) satellite to be launched in 1991. During its 3-month terns such as ERS-1, a series of multi-season aircraft mis-
commissioning phase, ERS-I will be in an exact 3-day re- sions over selected forest sites is in progress [Way et al.,
peat orbit allowing frequent acquisition of selected forest 19901. The first of these occurred in March, 1988 over the
sites. Beyond the commissioning phase, a longer repeat Bonanza Creek Experimental Forest (BCEF) [Slaughter and
orbit will allow data collection every few weeks over all Viereck, 1986; Viereck et al., 1986; Viereck, 19871 near
seasons. Fairbanks, Alaska. The purpose of these missions was (1) to

In utilizing SAR imagery for forest ecosystem analysis, it determine whether changes in plant fluid status associated
is important to recognize the sensitivity of radar backscatter with thawing and freezing resulted in changes in radar back-
to changes in the water status of the vegetation. This status scatter which could be detected on SAR imagery; and (2)
can be can be affected by changes in plant biomass levels based on measurements of tree geometry and biomass lev-
associated with seasonal growth and senescence, and els, and dielectric measurements of the surface (snow) and
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trees, could the changes in radar backscater be predicted by geometry of the trees themselves due to various stresses.
theoretical models. Variations in the upper canopy due to changes in leaf and

Over the two-week period during which aircrat data branch structure will affect the attenuation of longer wave-
were acquired, temperatures ranged from unseasonably length radar signatures and the multiple scattering at the
warm ( to 8C) to well below freezing (-8 to -15), and shorter wavelengths. Change in the trunk water stats
the moisture content of the snow and trees changed from a (which must also be considered diurnaily) [McDonald et al.,
liquid to a frozen state. The resulting difference in image in- 1990, McDonald etaL, 1991; Way etal., 19911 and tdi en-
tensity between these two environmental conditions is sig- vironmental and phenologic conditions at the ground surface
nirwcant and indicates that changing environmental states are will greatly affect the double bounce microwave backscatter
indeed detected by SAR systems. return at the longer wavelengths. The ability to monitor

these changing seasonal conditions of a forest canopy may
BACKGROUND provide a key tool for assessing the impact of longer-term

A typical seasonal phenologic cycle for a forest climate shifts or other natural or human-induced effects.
ecosystem may include leaf-on and leaf-off, budding and In addition, seasonal variations of water with respect to
cone emergence, periods of rapid leaf or needle growth, and stm, quantity. phase mixture, temperature, binding energy
sprouting of new branches and suckers. As a result of annual and location within the forest canopy, and on and in the soil
growth cycles, the forest floor changes in its litter composi- layer, and foliar biomass within the canopy and on the
tion as well as its undergrowth. Environmentally, a forest ground may enhance or suppress various scattering path-
may go through droughts and floods, snow and rainy ways. Even more importantly, the success of any monitoring
periods, and freeze/thaw events. These environmental vari- system in detecting longer-term, directional change in forest
ations will not only change the nature of the forest floor, but properties such as biomass or successional stage will depend
will change the water relations and sometimes the canopy on a firm understanding of the intrinsic rates of seasonal
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Figure 1. Location of AIRSAR tracks over BM for March 1988 flights.
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Figure 2. Calibrated total power L-bnd iWages of BCEF for March 13 (top) and March 19 (botom).

change and their effect on the measured signal. Long-team five separate occasions (Figure 1). Overlapping passes were
environmental changes resulting fr'm human effects or cli- acquired on March 13, March 17 and March 19, 1988. Data
mawi shits are not causing sati ecoystems to change, but collected on March 11 and March 21 were offsst by ap-
are altering the trajectories of already dynamic systems proximately a half-swath width and will not be used due to
[e.g., Kasiachke and Christensen, 19901. incidence angle effects.

7U dama were calibrated radiometrically to i1 dB using
THE ALASKA EPRIMENT 6 oorne reflectors [Kwok et aL. 19911 and total power un-

The Jet Propulsion Laboatorys (WPLs) P-, L- and C a were generated for the calibrated L-buid data collected
band (0.450, 1.26 and 5.31 0Hz, respectively) quad- on March 13 and 19 (Fgur 2).U Th bight regions along the
polarized SAR (AIRSAR) mounted in NASA's DC-8 air- Tom=n River in the 13 March image reprset the mangre
craft was used to acquire data over the BCEF test site on stands of white spnace and balsam poplar flound on die
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floodplain, while the dark regions in this image represent
stands of black spruce or bog.

The L-band backscate for the cold and the warm days HH-Polarized Backscatter
were determined for the twelve stands at three polarizations 6-

(HH, VV and -V). The results are plotted as a function of
successional age for L-band (actual age for balsam poplar, -
100 years plus the age of the white spruce, and 350 years V
plus the age of the black spruce, resulting in a simulated . -10

. a SigHH-trozsuccessional age) and show the difference in accatw . up # SIgHH-rlaw
w -12-(dB) between the wam day (March 13) and one of the two

cold days (March 19) for the black spruce, white spruce and (
balsam popilar (Figure 3). The difference is significant at all .O
three polarizations but is the greatest at vertical and cross -16 -

polarizations. 0 100 200 300 4;0 500 600

In addition to the magnitude of the backscatter signatures, VV-Polarized Backscatter
the polarimetric AIRSAR data may be used to extract phase
difference signatures [Kwok et al., 1991] for both the warm 01
and the frozen days (Figure 4). These results also show a 0 ,
significant change in phase rotation as the environmental
state of the canopy and ground changes. -1 .2

2 SigVV-froz

GROUND TRUTH i -14- 0 Sgvthaw

Approximately thirty stands in BCEF have been iden- I %
tified for this study. To date, static canopy characteristics -16

have been collected and processed for five stands [Jaeger, "
1988] (Table 1). These static canopy data consist of species 0 1 0 0.

age and composition, stand height, diameter at breast height
(DBH), and density. HV-Polarized Backscatter

During the aircraft overflights, descriptors of variabe -12 -

scene characteristm (Le., bole water status and dielectric -14

characteristics, and snow pack characteristics including a 0
water equivalent, moisture, depth, density, temperature and S -16,
dielectric constant) were obtained on Seven Mile Island at .18a-, 0 8 SigHV-froz

the center of the aircraft scene (Table 2 ). One of the canopy 1 -2.0 1 • sgHv-lnaw

characteristics which changed the most was the bole .0
dielectric constant profile (Figure 5). For white spruce on
the thawed day, the real dielectric constant reached a peak -2-

of about 35 at about 3 cm depth. At greater depths, the -26, -

dielecric constantdecreasesrapidlyandreachesaconstant 0 100 200 300 400 500 600

value at about 6 cm depth. In comparing the measured Succesional Age (years)
dielectric constant profiles with tree cores, the higher die-
lectric constant region appears to correspod to the xylem Fk ure 3. Extcted Lbsnd bwkwctter signaures for stands in
tissue with the highest hydraulic activity. The black spruce BCEF ploted as a functio of age for frozen (Mach 19) and
has a more uniform dielectric profile on the thawed day thwed (March 13) days. 1I (top), V (middle) and HV (bottom)
reaching a peak of about 25 between about 1 and 2 cm signres we shown.

Stand Age Succ Age Mean Mean Density Winter*
(years) (years) DBH Height (#/ha) Biomass

(cm) (i) (in-tons/ha)

BP-2 90 90 18.0 17.6 1615 179(182)
WS-1 165 265 19.6 22.1 1248 217
WS-2 100 200 14.5 20.1 2073 167
WS-5 180 280 17.9 21.3 1484 181
BS-I 200 500 8.8 7.6 1975 37

* Summer biomass noted n ( ) for ba m popla

Table L Measured Static Cuqy Parameters.
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FROZEN THAWED
10.0 toolo~ I O

Mean -9 Stu. 5 40 b -Il Stu . 8.7

k:- BALSAM
50o .5 POPLAR

V 25 11 (BP-2)

00 t x 00

00 10.0

-- 2 Stm. - 60.5 IhOa. 0 SIC. - 78 7

7. I' -W rrsIs: soJ SPRUCE

. 25

00 00

10.0 10.0I;: Sd- 40.5 Mw-2 Sid. 62.6

0.. 0 SPRUCE

180 -90 0 0 180 -0 0 180
m- qj *0,l-w (eq)

FIgure 4. Phase (IH-VV) signatus for frozen md thawed days for balsm popla, white spruce mid black spruce amds.

Date Tine AIRSAR Incidence Air Soil Snow Snow Snow Bole Bole
(1988) Channels Angloe" Temp Tmp Temp Moist. Upper Cond. Max.

() (C) (C) (% Vol) Layer Real
at 5/50c mi Cond. Dielectric

Constant

3/11 14:02 P, L, C 90 7.5 -2/0 0 2-5 wet thawed 25-30
3/13 15:03 P, Lt  410 2.0 -2/0 0 5-7 wet thawed 25-30
3/17 14:54 L, Ctt  400 -13 -3/-1 -13 0 dry frozen 5
3/19 23:17 L, Ctt  390 -14 -3/-1 -12 0 dry frozen 5
3/21 23:38 L, Ct 480 <-20 -3/-1 -30 0 dry frozen 5

Loml AlIaka time; time of overflight of BCEF t C-bmvd datcntant bdian due o aircraft motion durlng iaI
* At cener of Seven Mile Islmd n H-pol trmmded only oan P-buid

Tabk 2. AIRSAR Parmnetern and Enviromental Coaditomn at Time of Overflights.
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depth. On the frozen day, the real dielectric constant profiles MIMICS Validation
for both trees show a dramatic drop to below a dielectric The measured static and tempoafly varying ground and
constant of 5 due to freezing of the xylem liquid. canopy characteristics were used to validate the Michigan

Environmental parameters including air temperature, rel- Microwave Canopy MIMICS Scattering model [Ulaby et
aive humidity and wind were also monitored hourly using al., 1990]. Table 3 summarizes both the modeled and meas-
the permanent weather stations located on the BCEF flood- ured L-band backwa results for five stands at an in-
plain. In addition, soil temperature at 5, 10, 20 and 50 an cidence angle of 40*. Cases where the model and the meas-
depths at two LTER sites were recorded throughout the ured backscatter do match are noted in bold; it is thought
duration of the flights. These measurements are discussed in that the mismatches are due to the treatment of the surface
detail by Way et al. [1990] and are summarized in Table 2. layer. In the current model, the surface is treated as an in-

finite snow layer rather than a layer of snow on frozen
Sso. ground. The results as a function of incidence angle for L-

0 .sam Pp, band are shown in Figures 6a-6c.

At L-band, HH polarization dominates except for thawed
.30balsam poplar, probably due to the strong return from the
2thawed vertical branches. For W polarization, the return is

dominated by scattering from the crown with the exception
o of frozen balsam poplar and frozen black spruce at L-band

M 0 ------------- which have some trunk-ground contribution at the steeper
incidence angles. HH polarization shows dominant trunk-
ground scattering for frozen and thawed black spruce and

so._ balsam poplar (thawed black spruce shows nearly equivalent
White SSOC9 wt runk-ground and crown scattering when thawed), but

"C ,o shows a dominant direct crown scattering for white spruce
o 0 =for both frozen and thawed conditions.

The above modeling efforts help explain the different
20' polarization phase signatures discussed above (Figure 4) as

" 10, -ow the canopy frezes. For the thawed canopy, the tunk-

1 F:_ ground interaction is largely due to the high dielectric con-
0 .. . . .stant of both the bole and the snow upper layer relative to

the frozen case. The phase rotation for scattering from a die-
so,___ _ lectic cylinder is 180 whereas that for specular scattering

- from de groudiso o.

DISCUSSION
3o0 The results indicate changing environmental conditions
20 strongly affect the microwave backscate response of formst

10 canopies. In this case, the two parameters that changed most
0 significantly were the snow wetness and associated die-
a o. olectric constant, and the bole dielectric constant as the boleDp (cm) moisture changed from a liquid to a frozen state. Although

not measured, it is presmed that the upper branches alsoligure 5. L,.td dielectric onumt prfies (dielectric changed in dielectric constant when temperatures changed.
vs. depth into bole) for white and black e on both the frozen
and the thawed days. Thus, increased multiple scat within the canopy and

Stand Thawed Frozen Thawed Frozen Thawed Frozen
SigLW SigLVV SigLHH SigLHH SigLHV SigLHV

(dB) (dB) (MB) (d) (dB) (dB)

BP-2 -10.2 (.11.6) -14.6 (-22.0) -8.9 (-11.7) -12.5 (-14A) -14.1 (-17.9) -21.0 (-32.4)
WS-1 -9.5 (-12.1) -14.6 (-15.6) -8.0 (-9.2) -11.3 (12.2) -13.8 (14.9) -20.6 (-22.8)
WS-2 -9.7 (-12.3) -14.4 (-16.4) 4.4 (-9.1) .11.3 (-12.8) -14.5 (.15.0) -20.8 (-23.6)
WS-5 -9.0 (-12.0) -14.8 (-15.5) -7.9 (-9.1) -11.1 (.12.2) -14.0 (-14.9) -21.1 (-23.0)
BS-1 -14.7 (-15.1) -16.6 (-23.2) -13.4 (-10.7) -15.1 (-16.9) -20.1 (-19.5) -24.9 (-32.5)

Note: bold indicates match between modeled and measured beckwcaner values is about I dB or better.

Table 3. Measured (and Modeled) BackscattMr Signaturs.
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double-bounce scattering between the tunk and the ground provide a key to measuring important canopy properties
could both be responsible for the temporal change in image such as biomass.
intensity. The close match of the modeled backscatter and
the measured backscatter [Dobson et al., 1991] also in- SUMMARY
dicates that the change in bole dielectric constant is the The eventual availability of multi-temporal SAR image
major contributor to total backscater change at L-band. data for ERS-1, JERS-I, RADARSAT and EOS SAR will

Frozen soil temperatures throughout the duration of the provide an opportunity to monitor changing phenologic and
experiment suggest liquid water was not being drawn up environmental conditions of forest canopies. Results from
through the roots and evapotranspiration was most likely not this experiment indicate it may be possible to use these
occurring; however, the thawing of the in-situ liquid within changing conditions to monitor the environmental condition
the bole was significant enough to produce a large change in of the forest Aircraft data obtained for a boreal forest in-
the dielectric constant of the trunk. This, in combination dicate that freeze/thaw events significandy change the
with the thawing upper layer of snow and its associated in- dielectric properties of the trees and the surface snow, re-.
crease in dielectric constant, resulted in a stronger trunk- suiting in a significant change in microwave backscatter.
ground interaction term thus increasing the VV and cross Preliminary aircraft experiments to address seasonal change
polarization substantially and the HH polarization sig- in forest stands and its influence on the radar backscatter
nificantly. Alternately, the freezing and thawing of the will provide a basis for defining detailed experiments to
upper branches could have altered the diffuse scattering in monitor temporal change by the ERS-I mission.
the canopy, also resulting in the observed change in back-
scatter. Polarimetric modeling of the temporal change in ACKNOWLEDGMENTS
backscatter will help unfold the exact scattering mech- This work was carried out at the Jet Propulsion
anisms. Once these mechanisms are understood, options for Laboratory, California Institute of Technology under con-
enhancing or subduing certain pathways with season may tract to the National Aeronautics and Space Administration.
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ABSTRACT
Various kinds of atmospheric pollutants are found in Arctic environments,

including organic contaminants, radionuclides, and pollutants associated with fossil
fuel combustion, smelting, and industrial development. While some of these co-
ntaminants originate in the Arctic itself, most are likely a result of long-range
transport from lower latitudes. Recent studies suggest that at least some
atmospheric contaminants may be susceptible to poleward redistribution, se-
questration, and accumulation as a result of their physical and chemical properties.
Thus, contamination of the Arctic may be exacerbated by the tendency of selected
contaminants produced at lower latitudes to be transported to polar regions and in-
corporated into high-latitude food chains.

Although awareness of exotic contaminants in high-latitude food chains is not
new, international and regional baseline data are needed to document the
magnitude, distribution, and ecosystem effects of this potentially serious global
(hemispheric) problem. The United States has given little attention to Arctic studies
relative to several other circumpolar nations (e.g., Canada, Sweden). The U.S.
Environmental Protection Agency (USEPA) is currently designing regional-scale
studies to complement existing site-specific studies and reduce this information gap
in the U.S. Arctic/A major focus of this activity will be to ensure compatibility
with international studies of Arctic contamination as well as with the USEPA's
Environmental Monitoring and Assessment Program (EMAP).

BACKGROUND 1990a], and the eight-nation Consultative Meetings on the

In recent years, there has been an increasing appreciation Protection of the Arctic (IARPC, 1990b].
of the need to know more about Arctic environments, both One aspect of concern is the potential impact of pollutant
because of their environmental sensitivity, highlighted by loadings on Arctic food webs. The presence of various co-
their role in global warming scenarios, and because of their ntarinants in Arctic food chains has been known for over
potential strategic and economic importance. In the inter- 15 years [Salo and Miettinen, 1964; Hanson et al., 1967;
national arena, there are swarrendy several forums for Cade et al., 1971; Addison and Smith, 1974; Bowes and
discussion of strategies for protection of the Arctic, includ- Jonkel, 1975]. In contrast to the situation in Canada and the
ing the U.S.-U.S.S.R. Agreement on Cooperation in the Nordic countries [e.g., Wong, 1985a; Monitor, 1987],
Field of Environmental Protection, in which 6 of 11 techn- however, comparatively little is known about the U.S.
ical areas focus significant research on the Arctic [IARPC, Arctic. In par, this may be because the U.S. Arctic occurs
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entirely within the state of Alaska, which until recently has dustrialized Arctic. The pollutant content of Arctic hazes
often been perceived as being conceptually, as well as increases throughout the long, dark polar winter, primarily
spatially, removed from mainstream interests of the "Lower due to lack of removal processes [e.g., Barrie, 19861. Co-
48." ncentrations peak around April and then nearly disappear

Traditionally, the magnitude of food web contamination duoughout the Arctic basin in swmmer [Shaw and Khalil,
in the North American Arctic has been assumed to be small 19891. Little is known about the processes involved in the
relative to more southerly environments. This scenario transition from polluted winter air to cleaner summer air
seems reasonable because in North America most of the [Shaw and Khalil, 1989]. One possibility is that late spring
larger population centers are located far south of the Arctic atmospheric warming and associated air turbulence may
Circle, and there is only minor industrialization of the Noath increase rates of direct and indirect deposition, providing a
American Arctic. Thus, the position of the Arctic air mass in pathway for transfer of contaminants to snow-covered
North America typically does not intersect likely source terrestrial and marine landscapes.
regions for atmospheric anthropogenic pollutants [Shaw and It has recently been determined that specific "brown
Khalil, 19891. This situation is in contrast to Eurasia, where snow" events appear to be related to a second source of
population and industrial centers are generally located 50 to long-range atmospheric transport [Welch et al., 1991]. The
100 farther north and the polar air masses have lobes that fne. particulates associated with these events are rich in
extend farther to the south [Shaw and Khalil, 19891. senivolatile organic pollutants and are believed to originate

Recent work with marine food webs suggests that both at least in pan in Asia [Welch et al., 1991].
the magnitude and the extent of contamination of the North
American Arctic may be greater than previously thought CURRENT STATUS OF USEPA RESEARCH ON CO-NTAMINATION OF ARCTIC ECOSYSTEMS BY
[e.g., Muir et al., 1988; Norstrom et al., 1988; Bidleman et LONG-RANGE ATMOSPHERIC TRANSPORT
al., 1989]. Less information is available for terrestrialecosystems of North America [e.g., Wong, 1985a], with th Research by the EPA on the potential ecosystem co-
possible exceptio of game birds [Wong, 1985b]. Although nsequences of Arctic contamination by long-range atmos-thssblerexishistceien e forfd chaiont985Anthoh b pheric transport began in early 1990. A small workshop ofthere is historical evidence for food chain contamination by U.S. and Canadian experts with longstanding research ex-both DDT (Cade et al., 19711 and radionuclides (Hanson et pei n e n o e or m e as ct of hsp ob m w s c -
al., 1967] there is virtually no recent published information perietce in one or more aspects of this problem was co-for nlan Artic cosstem of he nite Sttes.The nvened to hep identify and prioritize contaminants of co-
for inland Arctic ecosystems of the United States. The ncern and the types of environmental samples that could be
USEPA has therefore initiated a series of research activities used as passive "colla " of atmospheric deposition. The
that focus on contamination of inland Arctic food chains.
This work will focus on terrestrial and inland freshwater workshop poceedings have been summarized by Nash
ecosystems, with an emphasis on gathering regional scale ed deopment of research efforts to due
data on the distribution and potential ecological effects of The primary goals of or curent pilot work are to (1)
toxic contaminants. investigate the technical and logistic constraints affecting

the use of various recommended types of environmentalPOTENTIAL SOURCES OF samples (lichens, mosses, lake sediments, snow) in the U.S.
ARCh CeoentinAtNoh AArctic, and (2) provide preliminary information on co-

Although industrial development in the North Ateica- ntaminant levels in the U.S. Arctic.
Arctic is minimal, it is now recognized that the co- Pilot field work initiated during the 1990 field season ex-
ncentrations of pollutants in winter air masses even in towns amined the use of lichens and mosses as passive collectors
as small as Fairbanks, AX, can equal or exceed co- of atmospheric deposition. Lichen and moss taxa likely to
ncentrations from temperate latitude cities by two orders of be widely distributed across a variety of habitats in the U.S.
magnitude [Benson, 1986]. This is due primarily to strong Arctic were identified and sampled at 21 locations across
and persistent diurnal surface inversions over snow surfaces the northern foothills of the Brooks Range (Fire 1). The
[Benson, 19861. In addition, sources remote from the Arctic Arctic foothills were chosen as the primary locus for 1990
can also be of considerable importance, both from long- study sites, because removal processes from polluted air
range atmospheric transport, and (for marine systems) masses may be accelerated as Arctic haze encounters
inflowing Pacific water from the Bering Sea [Hargrave et vertical obstructions, such as mountain ranges, during pe-
al., 1989]. Riverine inputs may also become important in riods of southward flow [G. Shaw, personal communication,
watersheds large enough to integrate substantial indirect 19901.
inputs via atmospheric deposition [Hargrave et al., 1989]. Sixteen initial target taxa were selected for study, based

Extensive research has been conducted on long-range on several criteria:
atmospheric transport, mostly with respect to the -Broad circumpolar distribution;
phenomenon of Arctic haze. Arctic haze is a generic term -Likely frequent occumence and high abundance in the
for spatially well-defined, pollutant-laden aerosols of study area of interest;
widespread polar distribution during late winter and early -Ease of identification (ideally, eliminating the need for
spring [Barrie, 1986; Stonehouse, 1986; Shaw and Khalil, using chemical tests and dissecting or compound
19891. Haze development is thought to be fed both by epi- mioscopes in the field);
sodic injection of a broad spectrum of anthropopnic co- ,Representadion of a range of growth forms that my
ntaminants from warmer air masses to the south [Rahn and influence scavenging efficiency and/or retention; and
Lowenthal, 1984; Lowenthal and Rahn, 1985; Barrie, 19861, -Representation in other similar studies worldwide.
and by direct emissions to the polar airmass within the in- Of the taxa originally identified, 10 were collected for
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Figure 1. Distribution of sites smpled for lichemns and mosses during the 1990 pilot field study. Of 21 field sites, two p were closely co-
located and thus each appear as a single dot on this map.

analysis at one or more sites, and four (two mosses, ing international concern. The US. Environmental
Hylocominum splendens and Racomitrium lanuginosun, and Protection Agency has initiated research to provide
two lichens, Cetraria cucullata and Masonhalea preliminary information on the status and extent of co-
richardsonit) were studied in detail ntamination of U.S. Arctic ecosystems due to long range

Sampling, storage, and handling techniques appropriate atmospheric transport.
to the extremely remote nature of the collection sites were
devised and tested. Samples are currently being analyzed for ACKNOWLEDGMENTS
a suite of heavy metals, trace elements, and organochlorines The map in Figure I was produced using ARCINFO by
by the USEPA's Environmental Monitoring and Systems Suzanne Pierson. We appreciate the review comments of C.
Laboratory in Cincinnati, Ohio. Selected samples are also Benson, S. Christie, D. Coffey, G. Larson, T. Strickland,
being analyzed for radionuclides. Findings from this and R. Worrest, and technical input from cryptogamic
laboratory work may influence the selection of target botanists W. Denison (Oregon State University), J. Martin
species taxa for contaminant monitoring. Results from this (Tallinn University), T. Moser (NSI), B. Murray (Niversity
pilot study will be reported in the open literature upon of Alaska), and S. Pittam (Smithsonian). Preparation of this
completion of the analyses. manuscript has been funded wholly by the U.S. Environ-

mental Protection Agency under contract DW12931230 to
SUMMARY the USDA Forest Service. It has been subjected to Agency

Contamination of Arctic ecosystems is an issue of grow- review and approved for publication.
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Arctic Environmental Data Directory

D. R. Posson and M. 0. Jones
U.S. Geological Survey, Reston, Virginia, U.SA.

ABSTRACT
The Arctic Environmental Data Directory (AEDD) is being developed in coop-

eration with the U.S. Global Change Research Plan. The AEDD Working Group,
with members from U.S. and Canadian agencies and academia, have described
more than 300 Arctic data sets in a subset of an online data directory maintained by
the U.S. Geological Survey (USGS), ESDD (the Earth Science Data Directory).
Through various links known as the Inter-operable Directory, the contents of
AEDD are made available to scientists who use the NASA, NOAA, NSF and
USGS data directories. Thus, scientists studying global change have access to Arc-
tic data, and scientists studying the Arctic have access to global change data.

The AEDD Working Group has sponsored development of a prototype Compact
Disc Read Only Memory (CDROM) containing the indexed contents of the AEDD.
Named Arctic Data Interactive (ADD, the disc was developed for use on Apple
Macintosh and IBM PC-compatible computers, and uses a graphical and intuitive
hypermedia user interface. The disc also contains portions of an Arctic Bib-
liography prepared in concert with the Polar Library Colloquy, sample full-text arti-
cles with illustrations, and selected data sets, including tabular data, text, and
imagery. The ADI prototype is prepared as a model for organizing, presenting and
distributing large quantities of Arctic and global change data and information to the
science community. It is intended to be the first series of CDROMs with a con-
sistent graphic design and user interface to place Arctic data and information on the
desktop. The data are packaged with a powerful set of intuitive tools to navigate
through and preview data sets from many disciplines and institutions.

AEDD and ADI are sponsored by the Inter-agency Arctic Research Policy Com-
mittee (IARPC) and the Inter-agency Working Group on Data Management for
Global Change (IWGDMGC), with guidance from the U.S. Arctic Research Com-
mission (ARC). Only a few Canadian and other international data-set references are
included in AEDD. However, plans are underway to share the concepts and con-
tents of AEDD and ADI with similar Arctic activities in other countries, with data
management projects sponsored by the International Union of Geological Sciences
(IUGS), and with the incipient data management activities in Antarctic research.
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Data for Polar Regions Research

Roy L. Jenne
National Center for Atmospaeric Reearch, Boulder. Colorado. U.SA.

ABSTRACT
Datasets available for polar research on global change topics are summarized.

Emphasis is given to data that define the large, including rawinsonde data, surface
meteorological observations, cloud drift winds, atmospheric analyses, sea ice, plan-
etary radiation, and ocean forcing. Plans are discussed for making improved atmos-
pheric analyses, using existing data. The use of CD-ROMs and DAT technologies
for data distribution is discussed and selected CD-ROMs are listed.

SNOW COVER DATA tions." The surface data include the normal meteorological
Weely datasets of sea ice and land mow cover ae band variables, and radiation. Similar data are also available for

on satellite data. Many land staions repor sowfall, but other year. NCAR has notes about data from U.S., U.S.S.R.
these data are still often hard to obtain, worldwide. A work- and other ice islands in the Arctic.
shop "Snow Watch 85: Workshop on CO2/Snow Interac-
tions" produced a report 'Snow Watch 85," which has over ANALYSES FOR SOUTHERN HEMISPHERE
20 papers that describe snow cover daases, and maie con- The availability of daily meteorological analyses for the
parisons. It includes a discussion of weekly sea ice charts southern hemisphere is summarized in Figure 1. Most of
available from 1972. Weekly charts of northern hemisphere these are on tape, at NCAR.
snow and sea ice boundaries have been prepared since 1966.

COMMENTS ABOUT DATA FOR ANALYSES
MICROWAVE DATA FOR SEA ICE, ETC. IN SOUTHERN HEMISPHERE

Satellites that recorded passive microwave data from From about 45S northward, one can accept the analyses
which sea ice and other variables can be estimated were: for the whole 1951-1957 period. To describe conditions fur-
NIMBUS (ESMR insurnuent), Dec. 1972-May 1977; ther south, there were a lot of ship reports for the summer
NIMBUS-7 (SMMR), Oct. 1978-Aug. 1987; DMSP (SSMI whaling season (Nov.-March) for Nov. 1955 and later. Van
instrument), 9 July 1987-present. The status of the ice prod- Lo says that the summer (Nov.-March) analyses from
ucts evolves with time. The data are primarily located at Nov. 1955-(m were of equal quality with IGY analyses. The
NSSDC (Goddard), JPL, and the Snow and Ice Data Center sector for S. America, Ant. Pen. and Falkiands had enough
(WDC-A) in Boulder, CO. Sea ice products on CD-ROM observed data for the whole period. There were very few
are becoming available. Antarctic stations before 1956. The IGY analyses started

For the north polar area, NCAR has a tape from John June 1957.
Walsh that has tenths of ice coverage on a 1* (60 njnL) res- The whalers were in the Atlantic and Indian Ocean areas
olution grid. The period is for each month (1953-1988 for summers prior to Nov. 1955, but the Pacific Ocean did
inclusive), not have good ship observations until after that summer.

DRIFTING ICE ISLANDS The S. East Pacific Secter
The U.S. took surface ad upper-air observaions from In early yea (about 1952-Nov. 1954), the analysts

two Arctic Ocean ice islands, some for a number of yeas believed that the subtropical high pressure ar should
The data for the IGY period (July 1957-Dec. 1958) are extend farther south than it really does. Thus, they kept try-
described in the report "Climatological Data for Arctic Sta- ing to force high pressurmes down into that no-dat area.
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al., 19871. MEDS, Canada is helping to Pepar the drifting
IGY sfc, 50Q.Mb 500 mb buoy data. COADS includes a significant number of addi-
Paper. sfc, 500i im 68 tional ship reports obtained by waiting until delayed reports

63 NMC Global become available. The following table shows the number of

S) Navy, reports after duplicates are eliminated for different delay
74 O N)10. times (during the 1980s):

Ausr many ivl
72 Ship Reports Available Delay Time

ECMWFGioba .1200K per year Real time
1950 1960 1 0 1860K per year after 1 year

501970 1980" 2 Kper year after 2 years
Figure L Meteorological day aayses for the souwhan hemi- 2220K per year after 5 years
sphere. SLP meas sea level pessure. Automated analyses at many
levels start in 1972. The data are all digital except for the one There are several existing datasets of global surface land
marked "paper." Archive details and data are at NCAR. observations, and rawinsonde data. Data are available from

both telecom (real-time), from delayed, high quality,
Bad Easter Island Pressure archives in national data centers and from previous data col-

The pressure at Easter Island was about 9 mb too low for lection projects. The plan is to combine data from several
18 months; good data started 24 Jan. 1958. This was deter- sources and have initial datasets ready to start long-period
mined from passing ships, etc. Dumb WMO rules forced the reanalyses by 1993. It will take a 10-year effort to keep
analysts (Van Loon and others) to plot the bad pressure on improving the availability and quality of data, especially for
the maps for IGY, etc. German monthly analyses (pub- the earlier years. The results of these data preparation efforts
lished) were affected by the bad pressure. will be valuable for many purposes besides reanalyses.

Van Loon says that the IGY analyses and the summer What data would be available from a reanalysis effort?
analyses (Nov. 55 and later) were not affected by the bad The normal variables (temperature, pressure, wind, mois-
pressure. He is fairly sure that all analyses for 1951-1958 ture) for the atmosphere would be available. In addition
used the corrected pressure for Easter Island. diagnostic terms such as precipitation, clouds, surface radia-

tion, total surface energy budget, etc. would also be avail-
ANALYSES FOR NORTHERN HEMISPHERE able. Also, the boundary layer conditions over the ocean and

ice caps will be saved. The new surface winds would be
Daily sealevel pressure analyses starting in 1899 e used to drive ocean models for the whole period.

available from NCAR on tape. The Arctic sea level pressure Bengtsson and Shukla [19881 published a paper that
was too high for many years. The analysts had few observa- helped start the movement toward planning for reanalyses.
tions, and believed that an intense polar high pressure cel In early 1989, a small workshop was held to consider the
must exist. NCAR has hemispheric upper air analyses sr- initiative of making reanalyses [Kiner and Shulda, 19891.
ing about 1946, at 700 and 500 mb. Other levels start in Jenne [1988] summarizes the status of datasets (and years
1950 (300 mb) and 1963 (many levels), of coverage) that can be combined to provide inputs for rea-

nalyses. It also gives a history of reanalyses done for the
NEW ANALYSES OF PAST FGGE period (1979) to help scale the effort. Many addi-

ATMOSPHERIC CONDITIONS tional details ae available from NCAR.
From 1987-1990, the has been an increasing interest in

making daily reanalyses of the global atmosphere. The data OUTPUT OF SNOW, TEMPERATURE,
assimilation methods used to analyze the state of the atmos- RADIATION, ETC., FROM ANALYSES
phere have shown major advances during 1985-1990. A Starting in the late 1980s, the assimilation schemes used
forecast is a part of these methods; therefore, the analyses to analyze the atmosphere are good enough to produce many
improve when the forecast model is improved. There has diagnostic terms from the associated forecast model. The
been a large advance in the capability of forecast models. variables include precipitation, snowfall, temperature,

First there was ta;k about reanalyzing about two years in winds, clouds, radiation, surface stress, surface heat fluxes,
the 1980s as a pilot project. There has also been a clear etc. NCAR has a list of the variables that ae available.
interest in doing the whole period 1979-1990. Now there When reanalyses are made, these terms will be saved
are plans to get ready to do the whole period 1958-1990. from the models, in addition to the normal pressure, tem-
There were very few Antarctic observations prior to 1956. perature, wind, etc.

Do we have the data inputs needed to reanalyze the
atmosphere? There are many source datasets that can be SATELLITE SOUNDER DATA
combined to produce datasets that will be significantly bet- Several sets of global satellite sounder data ae available.
ter than the data that any center used for the operational The sounder data have channels (such as window IR) that
analyses that are now available. Such projects to prepare can be used for other purposes besides deriving atmospheric
data are starting for surface land data, rawinsonde data, air- temperatre soundings.
craft data, and satellite cloud wind observations. -NIMBUS SIRS, April 1969-April 1971

For the surface marine data, a project (COADS) was .NOAA VTPR, Nov. 1972-28 Feb. 1979 (8 IR channels)
started in 1982 to prepare the best dataset of world observa- *NOAA TOVS, 29 Oct. 1978-Present (channels in vis-
tions from 1854-on. This has involved cooperation between ible, 1R. microwave, and for the stratosphere)
NOAA/ERL, NCAR and NCDC/Asheville, [Woodruff et
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DATA FROM CLIMATE MODELS
(DOUBLE C0 2 , ETC.) -monthly data for about 2000 stations around the world,

NCAR has data from several of the world's climate mod- with some records dating back to the 1700s. This is from

els. This includes five different model experiments for the the monthly surface data tape from NCAR

present climate (I x C02), and for a doubling of CO2 (2 x -average weather conditions at thousands of airports
C02). There am also two transient runs from GISS, one to worldwide,
the year 2062. EPA sponsored this effort (starting in 1987) -daily weather data at hundreds of U.S. stations,
to prepare data in common formats to support assessment -data for many U.S. stations on temperature, precipi-
studies of climate changes on crops, forests, rivers, etc.fTh tatin heating/cooling degree days, freeze, drought and
primary datasets are 10 to 20 variables (precipitation, tem- soil moisture. wind, sunshine, lightning, thunderstorms,
perature, surface radiation, etc.) to support these studies. and tornados,
There are data for monthly means (for 10 years) of Ix and 2 -datasets such as Local Climatological Data (LCD), U.S.
x CO2 climates. For some runs there are data for each indi- Climatic Division Data, U.S. Monthly Normals, COADS
vidual model month. For one GFDL run we have daily out- ship statistics for oceans, worldwide airfield summaries,
put for a sample of three years in each of the lx and 2x runs. -frequency and movement of trpical cyclones.
The resolution of most climate models is now about 500 Contact C. Mass, Dept. of Atmos. Sciences (AK-40),
km, so they can't show the details of climate changes caused Univ. of WA. Seattle, WA 98195, (produced in 1989).
by local topography. Some higher resolution data will Oceanographic Data. Disks with all available global
become available in May 1991. XBTs, MBTs, BTs, etc. will provide temperature and salin-

ity measurements in the ocean for about 1900-1990. The
USE OF CD-ROM AND DAT TECHNOLOGIES TO first CD-ROM will be for the Atlantic and Indian Oceans;

DISTRIBUTE DATA the second will cover the Pacific (the rest of the world area).
The first CD-ROMs with data for the geosciences were Both will be ready about June 1991 (by NODC; disks are

produced in mid-1987. Now a flood of them are being pre- low-cost). A prototype disk was prepared in 1989.
pared. A CD-ROM holds about 660 MB, compared to 125 Ice and Snow (microwave data). CD-ROMs are being
on a high-density half-inch tape. Access time to any part of prepared with polar region microwave data from two
the disk is about 0.5 seconds. A reader costs about $700. satellites:
The 4-mm digital audio tape drives (DAT) can be purchased .SMMR, on Nimbus-7, for Oct. 1978-Aug. 1987,
for about $2000. These small tapes hold 1300 MB of data. -SSMI, on DMSP, for 9 July 1987-on.

When a CD-ROM is sent to a user, software to access the Eight CD-ROMs have been prepared with gridded micro.
data on a PC is also provided. Some simple browse displays wave polar area data for 9 July 1987-June 30, 1989. Data
are often included. through Dec. 1989 will be ready by April 1991. Only the

first 15 months of SMMR are done. The CD-ROMs have
SELECTED DATA AVAILABLE ON CD-ROMs several channels of microwave data, on regular polar grids

The selection of data available on CD-ROMs is increas- with resolution 25-100 km depending on the channel. Soft-
ing rapidly. According to a CD-ROM company in London, ware permits the user to calculate ice variable Prepared by
there were 390 CD-ROM titles in Jan. 1989, 817 by Jan., WDC-A. Ice and Snow (NSIDC, disks are low-cost).
1990 and they expected 1100-1500 in 1991. By the end of USGS Pristine River Flow Data. The USGS is preparing
1989, some 340,000 drives had been sold. Following are a set of river discharge data for about 1600 rivers that have
several CD-ROMs available for the geophysical sciences: not been heavily disturbed by dams. The average record

Compact Disk of the National Meteorological Center length is 40 years; the longest is 115 years. Most sites pro-
Gridpoint Dataset. A selection of twice-daily grids for the vide daily data, about 50 rivers only have monthly discharge
northern hemisphere is given, resolution about 381 kIn, on in this dataset. The data are in three forms on the CD-ROM;
the NMC octagonal grid. Some fields such as sea level pres- one form is simple ASCII files. The area covered is 50
sure (has data from the Navy) and 500 mb are for the period states, Pacific Islands and Puerto Rico. The CD-ROM will
1946-June 1989. Other data at 850 mb, 700, 250 (winds) be available in May 1991 from National Water Data
and 200 mb (height) start about 1962. This updates an ear- Exchange, USGS, 421 National Center, Reston VA 22092.
lier disk. (Produced June 1990, cost $150, contact NCAR or The cost will probably be under $100.
University of WA-address under "World Weather Disk*). Antarctic Bibliography CD-ROM. The Antarctic Bib-

International Station Meteorological Climate Sunmary hography and other polar bibliographies am available on a
Gives detailed climatological summaries for 640 National CD-ROM from NIST, Suite 6, Wyman Towers, 3100 St.
Weather Service locations, plus domestic and overseas Paul St., Baltimore MD 21218. More information can be
Navy and USAF sites. Limited summaries for another 5000 obtained from the Polar Information Program, National Scl-
worldwide sites are given (equivalent to 250,000 pages of ence Foundation.
printed text). Data can be exported to spreadsheets, etc. Pre- CD-ROMs from Earthinfo. This company has produced
pared at Asheville, about December 1990 (by NCDC, Naval several CD-ROMs, mostly daily river discharge, and daily
Oceanography Command and USAF/ETAC. Cost $50). weather data:
Contact NCDC, Federal Bldg., Asheville NC 28801. -daily values of USGS streamflow, many rivers, for many

A second disk will be available about Nov. 1991 that years (four CDs cover the US.),
includes more data, and data for more stations, all long- -peak daily river values (one CD, all U.S.),
period monthly means. oUSGS quality of water measurements; (four CDs with

World Weather Disc. Weather and climate information surface water, four CDs with ground water),
for the world are on one CD-ROM. Some contents are: -daily cooperative station data from NCDC; has daily
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precipitation, maxjmin. temperature, snowfall, and -World Atlas (color maps and statistics throughout
evaporation for some stations. For several thousand U.S. world);
stations, many from 1900-on (four CDs cover the U.S.), -News digest, current events; 600,000 entries ($795);

-hourly precipitation (three CDs); most data are for 1948 Contact Bureau of Electronic Publishing, Inc., Dept P.
and later, 141 New Road, Parsippany, NJ 07054.

• 15-minute precipitation (one CD), and NOAA Library CD-ROM Holings. The NOAA Library
•surface daily water (streamflow and lake level) data for (6009 Executive Boulevard, Rockville, MD 20852) main-
Canada (one CD). tains a list of its CD-ROM holdings. This list includes some

A single disk costs $495 the first year and updates cost CD-ROMs with reference material not included here, and
$295 each year. The discount is about 20% when the whole gives some added comments about the contents of some
series of three or four disks is subscribed to. The cost is CDs. Some of the CD-ROMs are:
much higher if the intent is to keep a CD without ordering eLibrary and Information Network Catalog (IJNC): has
an annual update. Data handling and graphics tools are also bibliographic records of 19 NOAA libraries and infor-
sold (EarthInfo, 5541 Central Ave., Boulder, CO 80301). matrion centers;

Solar Variability Data Affecting Earth (sunspots, magnet- -Microsoft bookshelf ten sources including a Dictionary,
ics, particles). Tis disk includes sunspot data, magnetic Bartletts Quotations, World Almanac, business informa-
readings from surface stations, and hourly solar wind tion sources;
parameters and interplanetary magnetic field data from sat- .GPOM citations for government publications (books,
ellites for 1963-December 1989. There are hourly, daily, reports studies, maps, more), updated bimonthly (cover-
and monthly magnetic data for about 200 world stations. age starts 1976);
Monthly sunspot data exist from 1749; daily data start in -Aquatic sciences and fisheries abstracts.
1848. Most datasets on this CD-ROM end with Dec. 1989 Water Resource Abstracts. Collection of water-related

(produced by NGDC June 1990; contact NOAAf/EGC, 325 research reports by government agencies, research institutes,

Broadway, Boulder, CO 80303). This disk updates and independent contractors, and universities. Over 200,000

replaces NGDCO1 produced in 1987. records list citations and abstracts to Journal articles, mono-

TOGA CD-ROM. This briefly describes the datasets on a graphs, reports, and other publications concerned with

TOGA CD-ROM published by Halpern et al., OcL 1990. It development, management and research of water resources.

has surface meteorological dat and oceanographic dat, The source of the data is the U.S. Geological Survey, Water
plus sea level. All data ae for 1985 and 1986. Resources Scientific Information Center. Updlated quarerly.

uHawaii daily sea level station data (72 stations). Produced by National Information Services Corporation.
HEDS drifting buoy observations, Coverage 1967 to the most recent quarter.

SSurface meteorological analyses from ECMWF (twice More Irformadon. Much CD-ROM information has been
uay), momitted from this list because of space. Please contact

UKMO ship observations (surface) for TOGA, NCAR, Data Support Section, P.O. Box 3000, Boulder, CO

*IFREMER ship (subsurface) data, 80307 for more complete information and updates.

-CAC sea surface temperature, 1950-1979 averages by SOURCES OF INFORMATION
months, ABOUT AVAILABLE DATA

-Ocean pseudo stress from FSU (O'Brien) and Orstom Selected sources of information about data that are avail-
(Servain), able are presented. Some indication of the types of informa-

•PMEL Moored current meter (22 MB) and temperature tion that can be found within each of these major sources is
(0.8 MB) data. also included.

Disks with Planetary Data. CD-ROMs have been pre-
pared by JPL that have information for selected planets. Worl Data Center for Glacog (sow and ice)
There are now 12 CD-ROMs Jupiter (3 disks), Saturn (2), The snow and ice dam center is located at the Univesity
Uranus (3), Neptune (4). For each planet, there am browse soad ice dt cen t s loct at te n yimages and compressed images with good resolution. The of Colorado (Boulder, CO 80309). It has listings of many
disks were epared 1989-1990. The fordisks for Neptune datasets, including satellite film data. A few available
wdi ost aboutr p lusared handling. for thes geral Npu; reports are briefly listed to give a flavor of what is available:
would cost about $38. plus handling. for the general public; GD7 (1979): Inventory of snow cover and sea ice data
a two-disk set is $26. Contact NSSDC, Code 933.4, NASA GD15 (1984): Workshop on Antarctic Climate Data
Goddard, Greenbelt, MD 20771. GD17 (1985): N ice zone bibliography

Some Additional CD-ROM Titles. A CD-ROM advertise- GD19 (1987Y Passive microwave users workshop
mert in PC magazine (March 26, 1991) included the fol- GD20 (1988): Workshop on the U.S. Antarctic Meteor-
lowing tides. It also had an ad for a CD-ROM drive and six ological Data delivery system
CD-ROMs, all for $649. Selection of titles:

-Countries of the world has text of over 100 study books; INFOCIUMA
-history, national anthems (sound), flags, economy, busi- (Catalogue of Climate System Datasets), 1989 edition,
ness statistics, etc. ($495); WMOjTD-No. 293, Geneva. The WMO (World Meteor-

-U.S. History on CD-ROM ($395); ological Organization) in Geneva includes divisions for both
-Birds of America. pictures and sound ($95); meteorology and hydrology. This data catalog has 507 pages
-Mammals, has pictres and text; (2.5 cm thick). It includes individual observations and sum-
•C library or shareware grab bag ($89); marie. held at various data centers. It lists data centers
-CIA world fact book ($99, world-wide. It has dataset descriptions in the categories:
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-Upper air data (54 pages), role of oceans (tracers, coral growth, etc.). Many sets of bio-
-Surface climatological data (140 pages), spheric data are included (carbon in vegetation, FAO land
•Radiation data at the surface (36 pages), use, changes in soils, carbon in rivers, etc.).
•Maritme and ocean data (50 pages), A number of climate and paleoclimate data series are also
•Cryosphere data (14 pages), available (northan hemisphere temperatue, 1851-1900;,
-Atmospheric composition data (18 pages), central England temperature, 1659-1983; world-wide cloud
•Hydrological data (42 pages), cover, etc.). Some of the paleoclimate series include: Cli-
•Historical and proxy data (28 pages). map data 18,000 years ago; tree ring dam bank; dqnesW
920 datasets are listed. Those covering global and wemess indices in China for the past 500 years.

regional areas are handled separately from those with only
national data. WMO expects to have a floppy disk version National Climatic Data Center mid USAF/ETAC
of INFOCLIMA (with a few updates) available by July NOa c enter a Use AC1991. Because of spa-, som;" wilb soee This NOAA center (NCDC) at Asheville NC gathers the
The main version will require Datalase softwae ($800). climate observations for the US. It also helps WMO byWMO will consider preparing an ASCII version also. gathering st world data such as monthly surface andupper air data C02 flask observations, and atmospheric tur-

US. National Online Data Catalog bidity for the world. Ther are many datasets. The most

An effort was organized by NASA, starting about 1987 comprehensive summary of data there is in the Handbook of

to provide a central point where the user community could Applied Meteorology. Also see the INFOCLI)A listings.

do an online computer search to help locate datasets (for cli- The Air Force Data Center (USAF-ETAC) is co-located
mate and other disciplines). Various government agencies with NCDC. It has done a fine job of gathering selected
and research laboratories contribute information about their world-wide observations. There are many sets of digitized
datasets. This central catalog has descriptions of about 1000 observations that were not prepared elsewhere, especially

datasets, and listings of various data sources. Contact international data for periods prior to 1965.
NSSDC, code 633, Goddard, Greenbelt, MD 20771. List of Data Types and Sources

National Center for Atmospheric Research (NCAR) A reviewer suggested that a table of data types and

The relatively small data center within NCAR has a large sources would be useful. Because of space and availabie

archive of over 375 datasets (over 16 trillion bits). The data time, this has not been possible to provide. The U.S. online
are from many sources: NMC, NCDC, various countries, catalog is described; it has a list of data centers. NCAR will
ECMWF, USAF, research laboratories, etc. The catalog prepare a list of dam types and main data centers and
"Data Availability at NCAR," 1989, describes the datasets sources of information.
in 24 categories. (These include analyses, rawinsondes,
ocean data, stratospheric datasets, paleoclimate, clouds, cli- Other Data Information
mate models, data received from US.SR., etc.). The pub- A book about the Antarctic [van Rooy, 1957] has much
lication includes references to catalogs at other centers. information about dam and science. Chapter 2 (Sources of

Meteorological Data for the Antarctic) includes the number
DOE Carbon Dioxide Information Center and distribution of ship observations from 1920-1955. Radi-

This center at Oak Ridge, TN has a number of datasets osonde observations as early as 1939 are listed on page 173.
relating to the carbon cycle and to climate. These include Monthly surface data, sunshine observations, and cloudiness
carbon dioxide measurements, fossil fuel emissions, and the are also included.
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Interactive Information System:
Database Elaboration for Biodiversity Research

N ~G. L Belchansky, V. G. Petrosyan, and E. N. Boukvareva
Institute of Animal Evoluionary Morphology and Ecology, Academy of Sciences, Moscow. U.S.SR.

ABSTRACT

The conceptual framework of an interactive information system (IIS) for bio-
logical research, with emphasis on biodiversity is presented. Topics include: (1) the
general approach for synthesis of an uS; (2) the elements of organizational struc-
ture of US-Biodiversity; and (3) the main problems of biodiversity research. Tradi-
tional biohierarchy is considered as the framework for elaborating the database
structure and IS architecture. The discussion is illustrated by some results of con-
crete elaborations. Under examination were the significance of functional sub-
systems on the local, state, and regional levels, the problems pertaining to the set-up
of conceptional and logical models for a "Mammalian" component, and the elabora-
tion of an integrated database including models for ecological studies with empha-
sis on biodiversity. Some parts of the present report are considered in general view,
because the discussed problem has a multidisciplinary character.

GENERAL PROPOSITIONS biodiversity at the organismal level, including their genetics
Biological diversity is one of the most generalized multi- and phenotypic diversity, logically ascends to the levels of

disciplinary characteristics of biosystems worldwide. Last populations, species, and biocenosis. Interconnections with
decade, the attention to interdisciplinary research regarding other biotic and abiotic characteristics are also important,
this problem increased because of the sharp deterioration of for example, with climatic factors, stability, anthropogenic
global ecological situations, destruction of biodiversity as a pressures, and changes of diversity parameters in space and
result of human activities, and a growing understanding of in time, including ontogenetic and phylogenetic aspects.

eimportance of biodiversity in biosphere functioning a, Environmental biodiversity protection is traditionally
the inportan ofe considered at species-population level (genetic and pheno-thus, in human life.

Rates of biodiversity destruction, as a result of human typic diversity in populations), and at the biocenotic and
umer biosphere levels (species, community, and ecosystem diver-influence, manifest at different levels of biosystem hier- sity). It is necessary to solve the following problems for

archy: extinction of species, diminishing areas of natural elaboration of effective measures for biodiversity pro-
ecosystems, and the extinction of natural communities as a tection: (1) to define critical levels of biodiversity loss,
whole. Loss of stability and availability of the biosphere can which lead to loss of stability and destruction of biosysteins;
be the result of these processes. The mechanisms of bio- (2) to define critical values of biosystem parameters (for
diversity destruction as well as the influence of diversity on example, population size or ecosystem area), which are nec-
biosphere stability, and its life-supporting functions, are essary for conservation of required biodiversity level during
very important aspects of the problem of biodiversity required period of time; (3) to define the ranges of environ-
research. mental factors (abiotic, biotic, and anthropogenic), which

Effective research of biodiversity requires vast amounts ensure biodiversity conservation. Solution of these problems
of data over a wide set of parameters and indices at different can be based on results of fundamental research.
hierarchical levels (Figure 1). The hierarchy, beginning with Effective investigations of the complex and multifaceted
the morphological structure and physiological parameters of problem of biodiversity must incorporate contemporary
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Figure 1. Somec paramneters of diversity in biosystemns at different levels of biohieardiy.

information technologies. The automation and analysis of functional tasks and potential end-users, definition of sys-
existing data and information about biosystems at different tons of data collection and their documentation, followed
hierarchical levels, and the creation of an interactive (i.e., by a step-by-step elaboration and creation of the working
with real possibilities to integrate data) information system US subsystems.
is a highly urgent scientific-technical problem. Soviet scientists have been monitoring and recording eco-

Our preliminary work in assembling an information sys- logical data for many years, largely carried out over the nat-
tern for biodiversity research has shown that standards of ural ecosystems of the Soviet Union following the Program
measurement, methodologies, and data formats have a frag- of the Nature Chronicle initiated in the 1940s. However, to
mentary character. Elaboration and creation of the proposed date, there are no automated information systems to support
IIS must have new principal characteristics, and include an data processing and analyses. This drawback hinders the
elaboration of the general concept, an analysis of the main solution of top-priority tasks, such as the assessment of the
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multi-year dynamics of the floral and faunal diversity in the systems of HS. The US can be used by scientific centers for
reservations, determination of the optimal ratio between pro- fundamental biodiversity research over different levels of
tected and unprotected territories, and so on. biohierarchy or preparation of monographs and other pub-

The elaboration of such infonnation systems for polar lications (flora and fauna atlases), by services and organiza-
reservations is of vital importance in view of the necessity tions of nature protection and management for biodiversity
to understand the basic tendencies in the changing dynamics monitoring and elaboration of conservation measures, and
of population numbers, the spatial distributions of popula- by educators in the field of ecological conservation and pop-
tions, and the influences of anthropogenic factors. Studies of ular scientific information.
animals, in particular large and small mammals, are of gen- The main feature of the functional organization structure
eral biological interest because of the important role they of the proposed US is its hierarchical character. Preliminary
play in biocenosis. Owing to some of their properties, such analysis showed that the US must have at least three levels
as their availability, short life span and frequent alteration of with corresponding databases at local, national (regional),
generations, the mass species of small mammals can serve and international levels (Figure 2). Local databases include
as a convenient model to solve many problems of popula- results from scientific programs at institutes, universities,
tion and evolutionary biology, museums, botanical gardens and other scientific centers, and

In view of the above, scientists in the USSR today are databases of existing information from long-term mon-
elaborating a hierarchical US for reservations that is struc- itoring of the biotic and abiotic components of local natural
tured with respect to the traditional methods of monitoring reservations.
and recording data. At the local level (the level of a reserva- One of the first and most important stages of database
tion) the IIS is oriented at primary data, and will fulfill sev- development is structuring the parameters (definition of
eral basic functions, including: (1) to supply unified data to main objects) at all levels of the biohierarchy. Data
the US of the regional and state levels; and (2) to maintain exchange between all levels of US must be provided. This
the informational processes of unique investigations within work is rather labor-intensive. It must be done by specialists
the territory of the reservation. in different fields of biology and must have an integrative

The US of a region is based on some general principles character. Effective interaction with the database across dif-
but, at the same time, it has unique characteristics due to the ferent levels of the biohierarchy can be ensured by pro-
specific features of the region in question. The US of the viding cross-referenced access to parameters at different
state level is based on the information received from the hierarchical levels in database structure. It is important to
regional US, with emphasis on parameters that can be define the structure of the biosystem hierarchy during initial
extrapolated to larger landscape units derived from remote stages of the work. This task must be assigned to a special
sensing and regional thematic maps [Petrosyan, 19891. The group of experts. Crrections to the initial database structure
U1S of the state level can be employed, for example, to would be possible during the development of the informa-
reveal general regularities in the functioning of ecosystems tion system.
subjected to anthropogenic effects of different scales, to Elements of a conceptual structure for diversity param-
monitor the condition of the environment within the ter- eters at the levels of individuals, populations, communities,
ritory of the country, and so on. and ecosystems are shown in Figure 3. The structure at other

hierarchical levels can be defined in an analogous way. In
THE ELEMENTS OF METHODOLOGY OF Figure 3, the block "parameters of communities and eco-

DATABASE STRUCTURE systems" contains generalized parameters of biosysterns,
The conclusions above allow discussion of some essential such as the level of spatial heterogeneity, parameters of pro-

approaches to the synthesis of US. One of the most impor- ductivity, etc. Parameters of soils can also be included in
tant problems in the elaboration of an information system is this block.. Analysis of these parameters, together with
the development of the database structure. In general, solu- parmeters of species diversity and of biocenotic inter-
tion to this problem must be based on a complete descrip- connections within local territories, allows delineation of
don of the functional organization of the database, including biological communities at different scales. Thus, diversity of
stages of info-logical and conceptual relationships (physical different types of biological communities over vast ter-
databases are created on the basis of logical data rela- ritories can be investigated.
tionships and technical data processing capabilities). The Data for individuals within a population (species) provide
detailed study of objectives, including sources of data and quantitative measures to investigate diversity within the
information, list of US users, forms of information docu- respective population (species). The fragment of the con-
ments, etc., are necessary for analysis of the functional- ceptual model for a local database reflecting the main char-
organization structure of US. acteristics of individuals is shown in Figure 4. In Figure 4,

Sources of data and information for US can include pro- the block "parameters of populations" consists of data from
grams of biosystem monitoring: forest service; core- field studies of populations. These data provide investiga-
sponding sections of the "Annals of Nature" in Nature tion of population size or density, sex-age structure, spatial
Reserves; calculations of marketable animals, agriculture structure, coefficients of death rate and birth rate, etc. Anal-
and forest pests, and parasiologically important species; ysis of species composition and of sets of population param-
biological research programs and special research within the eters (for example, population sizes and character of
bounds of biodiversiy, and information about biosystems biocenotic interconnections) within some territory provides
that has been accumulated previosly (literature, archives, the framework for studying diversity at biocenotic levels.
indexes, scientific collections). Information systems that are The fragment of a local database that reflects the main
functional or under development can be incorporated as sub- characteristics of mammal populations is shown in Figure 5.
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The present structure corresponds to the contents of research nical hardware specifications. The integral approach will
programs for the Nature Reserves of the USSR. All stages ensure compatibility of different subsystems. Elaboration,
of database development for the US subsystem -Fauna" for creation and maintenance of US software and hardware
the Visimsky Nature Resev have been assembled by the must be done by a group of specialists in information
authors of the present report [Belchansky et al, 1990]. The technologies.
database Fauna of the Visisky Nature Reserve was struc- One of the important considerations during the initial
tured with respect to the present-day subject concept and stage of US development is the distinction between two
collection of data on mammalian fauna for the reservations approaches: (1) elaboration of database stucture as a corn-
of the USSR. The conceptual model was based on tax- plete reflection of information, which is being collected now
onomy, methods of observation, location, habitat, repro- and has been accumulated previously; and (2) orientation of
ductive status, morphology, physiology, age, etc. The total data strcture for examining concrete hypotheses and depen-
number of simple and complicated attributes exceeded 176 dencies. Strict orientation of data structure to examination of
units. The optimal relational model of parameters was built concrete hypotheses and dependencies, which today seems
using special procedures. Here are the following main stages the most interesting approach, reduces possililities of using
in elaborating the optimal relational model: the databases for solution of other tasks in the future.

(1) Analysis of the existing canonical functional depen- Accommodating the complex and multidisciplinary scope of
dencies (CFD) of the attributes in the subject region under biodiversity requires, in the first turn, systematization of all
consideration and the set-up of the initial system of CFD. accumulated knowledge. Elaboration of database structure

(2) To close the initial system of CFD. as the most complete information model of contemporary
(3) To obtain all possible minimal solutions for closing knowledge about the biodiversity and research directions

the CFD. will allow scientists to expand in required directions for
(4) To build the image of the database model by using the examination of new hypotheses. These approaches can be

rule of additivity (for CFD). realized through the creation of a distributed database.
(5) In case of any distubance in the semantics of the Stages of creation, via particular subsystems, can be defined

model, the system of CFD should be additionally deter- in accordance with today's necessities, while maintaining
mined and all stages repeated, beginning with stage 2. flexibility for addressing tonm w's hypotheses.

The databases of the information systems are condi- Detailed information about biodiversity processes and
tionally divided into two subsystems a subsystem of param- about their role in biosystem functionality, at different hier-
eters of biosystems (above-mentioned subsystems of archical level, can be accomplished through research of
parameters of individuals, populations and species, which natural biosystems only in some geographic points, or
can be constructed on taxonomic principle, subsystems of through results of experiments and modeling. Inventory
parameters of communities and ecosystems) and a sub- observations of biodiversity over vast territories can be car-
system of data about spatial structure of biosystems (at spe- tied out only for a limited set of parameters (in the first turn,
cies-population and higher levels this subsystem can be establishing species composition, i.e., faunal and floral
presented as a cartographic database). Undoubtedly, the research). This group of data can be considered as an
databases of spatial structure and of biosystems parameters "inventory- component of the database. Structure of this
must have corresponding interfaces. The databases of spatial data is a necessary fragment of the overall information
structure of biosystems facilitate analyses of the cor- required for biodiversity research.
responding variables as parameters of diversity in bio- In our opinion, the evident necessity to inventory existing
systems (for example, parameters of spatial structure of biodiversity must not move aside works on detailed research
populations, of spatial heterogeneity of biocenosis, etc.). of the fundamental problems of biodiversity. Elaboration

Integration of parmeteas at corresponding levels with and creation of program means and mathematical tools for
cartographic databases supports analysis of biodiversity supporting the above directions must be done simultane-
parameters in space and in time, as well as the inter- ously with inventory, and compatibility of these directions
connections between biodiversity and other characteristics must be ensured.
of biosystems, and the dependence of these parameters on It is obvious that realization of the present conception
environmental factors based on the comparison of param- requires an interdisciplinary, step-by-step approach [Bel-
eters observed at the same points in both space and time. chansky et al., 1991]. The distributed hierarchical structure
Interconnections between parameters of different bio- of the database allows the creation of US-Biodiversity in a
systems, for example, between animal and plant popula- step-by-step, optimum sequence (some subsystems can be
tions, can be established in this way. created earlier, and others later). The present conception of

creation of the information system "Biodiversity" can be
SOME GENERAL QUESTIONS OF IIS considered as a base for corresponding programs, which can

ELABORATION AND CREATION STRATEGY be elaborated by special working groups at national and
The general strategy for creating and implementing an international levels.

US must be defined on the basis of its potential users, and
on the basis of the realistic possibility of its creation. The ACKNOWLEDGMENTS
information system must support fundamental biological The authors gratefully appreciate the professional help
research, biotic monitoring, and elaboration of practical offered by David Douglas (Alaska Fish and Wildlife Service
measurements. It is highly important to provide an integral Center, U.S. Fish and Wildlife Service) on every step of
approach to UIS elaboration, including the definition of tech- preparation of this report. Many thanks.
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A Comprehensive Collection of Arctic
Meteorological Soundings for use in Climate Studies
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ABSTRACT
Recent theoretical and observational evidence has indicated that the Arctic is a

region in which climatic warming due to to increasing levels of C02 and other
greenhouse gases may be first and most easily detected. To date, observational
studies of Arctic temperature trends have focused on surface measurements at
coastal and inland stations. However, the theoretical studies indicate that climatic
warming in the Arctic is not restricted to the surface, but will extend throughout the
lower troposphere with increasing intensity toward the North Pole.

We will describe a unique collection of temperature, moisture and wind sound-
ing data north of 650N. This data base represents the only complete and com-
prehensive collection of vertical profiles of these parameters both within and
surrounding the Arctic basin. The data base includes: (1) the complete historical
series (30-40 years) of all coastal and inland radiosonde measurements throughout
the North American, Greenland, Scandinavian and Soviet Arctic; (2) aircraft drop-
sondes from the "Ptarmigan" weather reconnaissance flights in the Alaskan Arctic,
1947-1962; and (3) soundings from U.S. and Soviet drifting ice stations, 1950-
1988.

The sounding data base is currently being analyzed to examine temperature
trends throughout the Arctic troposphere. The data are also being used to inves-
tigate the climatological characteristics of the planetary boundary layer and low-
level temperature inversion. Preliminary results of these investigations will be
presented.
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ABSTRACT
On 19 June 1987 the Defense Meteorological Satellite Program launched the

Special Sensor Microwave Imager (SSM/I), a passive microwave radiometer that
provides near real-time data for operational use. A computer-based data man-

00 agement system installed at the National Snow and Ice Data Center (NSIDC) ex-
,O tracts polar SSM/I data and produces products suitable for immediate scientific use

0') by the research community. This data processing and management system has been
fjointly developed by the NASA Ocean Data System (NODS) and NSIDC for

NASA Polar Oceans Program.
_The premise behind this project is that data archiving, quality control, gridding,

and distribution are cost-effective when managed at a central data management fa-
_ cility, and that such an effort provides data of interest, and in forms useful, to the

polar remote sensing community and to scientists in cognate disciplines such as at-
mospheric and ocean sciences.

The system design has changed from the initial 1984 online service concept to
the 1990 model, distributing data on CD-ROM and relying on the expertise of in-
dividual investigators, and the computing resources of their home institutions, for
data analysis. The evolution of the data processing and delivery system, the forces
that have driven the changes, and a preliminary assessment of user response are pre-
sented in this paper.

INTRODUCTION AVHRR, DMSP OLS, Landsa4 and SPOT, is limited for
The polar regions play a key role in the global environ- monitoring surface conditions due to persistent cloud cover

ment, serving as primary sinks for energy trnsprtdfrom over the polar oceans and low solar illumination during
lower latitudes by the atmosphere and the oceans. They may much of the year. The advantage of using microwave ra-
also serve as sinks for anthropogenic aesols and trace gas- diometers for mapping sea ice is that microwave emissions
es. The variable sea ice cover of the polar oceans greatly in- from the surface can be monitored year-round with minimal
fluences the world ocean circulation and may contribute to interference from atmospheric moisture. Although the glo-
climate change. As well, the polar regions have been shown bal-scale data exhibit considerable noise due to the nature of
by modern and paleoenvironmental evidence, and by mod- the sensors, the remote sensing technique provides a good
cling assessments, to be especially sensitive to climate indicator of sea ice variations over interannual time periods.
change. Data from various microwave sensors have been col-

Over the past two decades, remote sensing by satellite lected more or less continuously since 1973 (Figure 1),
sensors employing all portions of the electromagnetic spec- forming the basis for longer-tern monitoring of sea ice [c.f.
trum has played an increasingly important role in mon- Glomsen and Campbell, 1988]. The sensor now flying on
itoring the polar environment. The utility of visible and in- the DMSP F-8 Satellite is the Special Sensor Microwave
frared sensors on satellite systems, such as the NOAA Imager (SSMA), the first passive microwave sensor to pro-
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HISTORY OF PASSIVE MICROWAVE SENSORS 1984 MODEL

I0 ;ALL FUNCTIONS SITUATED ON VAX COMPUTERS AT NSIDC
SSW mme,
Wii li W wll-

50-

-ESMR -- - - - --- - -

_ - - ....

0 5

1970 1975 190 1965 1990 1995 2000
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;Z 9g thickisa mdkate tam coverage at each frequenicy rn model: Camial facility.

vide operational data and geophysical products. SSMIJ in- THE 1984 MODEL
struments are planned to fly on DMSP platforms for at least When NODS began working on the SSM/I processing
the next ten years. The SSW provides seven channels of system, te only existent model was die centralized data
dam dual-polarizad radiances at 19.3, 37 and 85.5 OHz and management facility. The following set of assumptions
single-polarized radiance at 22.2 0Hz. The highest spatial formed the basis for this model
resolution (12.5 kn) is provided by the 85 GHz channels. (1) The system was expected to serve the novice as well

as the experienced user,
HISTORY OF THE PROJECT (2) Minicomputers (VAX class) were the only cost-

The NASA-funded effort to archive and distribute SSM/I effective means of data processing for the anticipated vol-
sea ice products started in 1982. In order to ensure effective ume of data. Scientific workstations were not yet viable; and
use of the SSMI data for polar cryospheric research, NASA (3) Magnetic tape was the internationally accepted me-
Polar Oceans Program established a Science Working dium for msfer of large volumes of data.
Group (SWG) chaired by Dr. N. Untersteiner. The SWG Data ingest, quality control, grid production, browse, cat-
was tasked to decide which sea ice research problems could alog, data extractim and online display were all part of a
most appropriately be addressed using SSM/I data and to closely coupled hardware/software system residing in a sin-
define the associated data requirements [NASA-SAWG, gle CPU (Figure 2). The model postulated that users would
1984). dial up the data system, browse the gridded products, select

The general objectives laid out by the SWO included the a subset, and download over the communications circuit. A]-
following, ternatively, users could request the products be sent by mail

(1) To provide researchers with gridded brightness tem- on nine-track magnetic tapes.
peratures and geophysical data products for the polar During 1985-1986, multiple DEC VAX 780s were em-
oceans; ployed at JPL in a cluster enviromnent, permitting data in-

(2) To make such data conveniently available to a lar gest to be split apart from the various data service functions.
number of users; and This hardware configuration was copied at NSIDC using

(3) To facilitate research on (a) sea ice growth, motion MicroVAX systems. Also during this time, JPL and others
and decay, (b) ocean circulation, and (c) climate change. began experimenting with CD-ROM technology as a means

Rather than design a totally new system for processing of distributing data. These two changes, the availability of
SSMI data, it was decided to adapt the existing Pilot Ocean small, powerful workstation-type CPUs and the cost-
Data System (now NASA Ocean Data System or NODS). A effectiveness of CD-ROM as a distribution medium, led to a
cooperative project was undertaken by the JPL-NODS and more efficient data management operation.
NSIDC staffs to adapt the NODS (PODS) system to the
SSM/I data stream, with JPL programming staff to modify THE 1990 MODEL
the software for SSMII ingest, product generation and dis- The current model (Figure 3) retains portions of the orig-
tribution, then "portr it to NSIDC computers, where it inal concept in its central network of CPUs employed for
would be placed in operation. NODS would be the develop- data ingest, quality control, and grid productioin. Dat are
er and NSIDC the operator of the SSI processing system. distributed on CD-ROMs, moving the subsetting, extraction,
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1990 MODEL

AT NSIDC, ON
VAX COMPUTERS

AT USER SITE
ON PC-TYPE
COMPUTER

F~gre 3. CQyoqg€c Data Mananmt System 1990 conceptel model: Disilutied system.

and browse (image display) functions to each user's site via SSMI archive: global swath-oriented brightness tern-
software that operates on a PC/AT-class personal computer. peatures for all frequencies and polarizations; gridded daily
The software is provided to users on floppy disks, fa- average brightness tpemres for polar regioas; gidded
cilitating distribution of updates and enhancements. total ice concentration, averaged over a 3 day period (ie., I

These changes came about in April 1988 at a meeting of grid/3 days) and multi-year ice fraction for polar regions;
the Satellite Ocean Data Systems Science Working Group and daily ice boundmaries. The ice concentrations were to be
NODS Advisory Panel It was decided that the polar ocean- calculated using the NASA Team Algorithm, which is an
ographic user community could no longer be considered implementation of the Nimbus Team Algorithm [Cavaliri
"novice" computer users, since most had access to PCs and et al., 1984; Gloersen and Cavaleri, 1986] with appropriate
some had acquired scientific workstations. The Panel agreed changes to the brightness temperature tie pointL
that AT-class PCs were powerful enough to extract and dis- The Swath-Oriented Brightness Temperature Archive is
play the gridded SSM/I products, and in some cases ad- the basic collection of System Data Records (SDR) from
equate for scientific analysis of the image data. There was which all data products are generated. These ingest swath
also strong support for the concept of distributing the grid- antenna temperatures are converted to brightness tern-
ded products on CD-ROMs, so that each scientist could peratures through application of an antem pattern correc-
have a complete archive on his or her own desk. Thus the tion algorithm. Tune regressions and other irregularities in
concept of a centralized data distribution system for SSM/I the lower five channels due to data transmission are re-
data gave way to that of a more limited central facility fo- moved from the data stream, with the resultant data placed
cusing on data ingest, quality control and grid production in the NSIDC Rapid Access Archive (RAA). These data ae
with general distribution on CD-ROM. This is the current physically stored on 12-inch optical disks.
model at NSIDC. After launch a significant (up to 75 kn) geolocation error

was reported by several user. No attempt to correct the geo-
CURRENT PRODUCTS location error has been made in the RAA, as only limited ac-

The NASA Science Working Group for SSM/I [NASA- cew to the RAA is possible. The NSIDC RAA is designed
SAWG, 1984] recommended four distinct products for the to produce gridded products, not to extract orbital dam for

122



SSMA grids have the standard laitude at 700, with the or-
igin of the grids at each pole.

There are six SSM/1 grids, three for the Northern Hemi-
sphere (N3A, N3B and N3C) and three for the Southern

SHemisphere (S3A, S3B and S3C). The -A" grids contain the
85 GHz brightness temperatures, the -B- grids contain
brightm temperatures from all other channels, and he "Co
grids contain calculated sea icwe concentrations. Although the

* resolution varies, each grid represents the same geographic
area with multile parameters interleaved in each grid cell.
Details of the grid structure and content nmay be found in the
SSM/I CD-ROM uses's guide [National Snow and Ice Data
Center. 19901. Gridded ice extent was dropped from the
product suite because ice extent can be extracted readily by
the user from the sea ice concentration grids.

For 1987-1988 data, NSIDX applied a geolocation cor-
rection based on the roll, yaw and pitch angles of the DMSP

N spacecraft. The algorithm that corrects for both along-track
and cross-track errors was developed at the University of

N3Massachusetts [NSIDC, 1989]. Beginning with the 1989
30 data, Remote Sensing Systems, Inc., began computing its

own latitudes and longitudes in order to correct these loca-
3 .tion erors. Even so, a 0.50 yaw error appeared in the dat.

RSS then supplied NSIDC with an algorithm designed to
correct this constant yaw angle offset [Wentz, 1989]. This
algorithm has replaced the University of Massachusetts cor-

NO GO rection algorithm in the production of SSM/I brightness
temperatm grids at NSIDC.

NSIDC has recently completed a iocatim quality assess-
mnt [Sandoval and Tmisi, in preparation] with these grid-
ded data without finding concrete evidence of significant
geolocation arr. Final conclusions have not yet been
drawn from this study, but if the results of this or other stud-
ies warrant, the data could be reprocessed and a new CD-
ROM product made available for distbution.

Gridded brightness temperatures for 9 July 1987 to 24
July 1988 have been released on four CD-ROM disks. To
date, no sea ice concentrations have been distributed, al-

M to though software to calculate sea ice concentration using the
NASA Team Algorithm has been provided with all CD-

urn ROM sets set to users. The NASA SSW Sea Ice Al-
gorithm Validation Team Fuial Report [Cavaleri et a.,
1991, containing the final approved tie points for the

Figure 4. SSMA North Polar (top) and South Polar geographic NASA Team Algorithm, will be released soon. NSIDC will
gnd., poc Roargular be a produce and distribute a sea ice concentration product based
Coverage of da t products. on this algoridun as soon as the report is released As of 31

March 1991, the NASA Team Algorithm tie points have
distribution. Most requests for orbital or swath data are di- been approved and provided to NSIDC. Production of the
rected to NOAA-NESDIS-SDSD (Room 100, Princet Ex- sea ice conoentration time series CD-ROM has begun. with
ecutive Cenr, 5624 Allentown Road, Camp Springs, MD. projected completion in third quart 1991.
20233; telephone 301-7634400), the archive of record for At an April 1990 SSM/I Sea Ice Algorithn Worlshop at
SSMI orbital dam, or to Remote Sensing Systems Inc. Goddard Space Flight Center several alerntate algarithnms
(RSS) (Dr. Frank Wentz, Remote Sensing Systemns, 1101 were presented by members of the community. Inter-
College Avenue, Suite 220, Santa Rosa, CA, 95404; tele- comparisons of these candidate algorithm are being coried
phone 707-545-2904), the cuirent supplier of the SSW an- out at this time. If any of theme alternative algorithms are
&&= temperature dam. shown so perform more accurae than the Team Al-

SSW! Gridded Products am generated f rom the RAA gorithm, NSIDC may also produce a second sea ice con-
onto both north and south polar grids (Figure 4). These am centration CD-ROM set using the alternate algorithm(s).
polar sereographic projections, sing U.S. Geological Sur.
vey formulae [Snyder, 1982] to convert between geodetic ASSESSMENT OF USER RESPONSE
and Cartesian coordinates. The ellipsoid is based upon the As of 6 June 1990,229 CD-ROM sets have been dist'b-
Hughes ellipsoid, similar to thos presented by Snyder. The uted (Fgure 5). A questionnaire was included with each
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CD-ROM DISTRIBUTION
229 CD-ROM BRIGHTNESS TEMPERATURE DATA SETS (VOL 1-4)
DISTRIBUTED AS OF 6 JUNE 1990
USER TYPES ARE:

29.339 3.67X

0 US GOVERNMENT
0 US INDUSTRY
0 FOREIGN ACADEMIA
M FOREIGN GOVERNMEN1o FOREIGN OTHER

*US ACADEMIA

4.4467

1467X

Fiure S. Disvibution of SSMJI CD-ROM as of 6 June 1990. U.S. Govm em and U.S. neademic ss predominat.

CD-ROM shipment; 29% (67) have been retured to dae and the SSM/I data products. It is clear from the relatively
Some interesting information is found in the responses: rapid technological changes that have taken place that the

(1) 93% (62) of users returning the question re would operative concepts of 1984 do not apply in 1990. We con-
like to receive more SSM/I data on CD-ROM; clude that a responsive data center is one that is able to take

(2) 79% (53) of user returning the questionnaire would advantage of technological advances. NSIDC is fortunate in
like to receive the SMMR data (1978-1987), also published the case of SSWI data processing to have had the resoucIes
on CD-ROM and expertise available, both locally and at JPL, to in-

(3) Comments added to the questionnaires were uni- cxporate changes in technology.
formnly positive with the exception of one non-specific com- Likewise, the needs and capabilities of the user com-
plaint about the software (now being followed up by NSIDC munity to digest digital data have changed markedly as a re-
staff) and one very strong demand for Apple Macintosh ver- suit of the same technological advances. A data center sev-
sions of the extraction and display software. ing a dynamic user community must adapt to these changing

There is not yet sufficient specific feedback to provide an needs, no matter how often they change. It is important to
accurate assessment of user satisfaction. However, the 62 re- note there is continuing dynamic tension between available
spondents who wish to receive additional SSWI data on res ces and meeting these (sometimes strident) demands
CD-ROM indicate satisfaction with the product at least at for modified products.
the level of willingness to continue using the product. Be- It is too early to assess completely the adequacy of the
cause the first distributions occurred only five months ago, gridded passive microwave products or the viability of CD-
we believe it may be too early to draw conclusions about ei- ROM as a distribution medium. Preliminary indications sug-
ther the acceptability of the gridded products or the utility of gest, however, that both the product and the medium are ac-
the distribution format ceptable and are being used actively for research md al-

gorithm development. NSIDC continues to solicit and
CONCLUSIONS monitor user feedback. It is worth noting that verbal com-

Thare are several generalizations that can be drawn from ments in support of "getting the data out to the user? by
the past eight years of effort, regarding data management means of the CD-ROMs am numerous and frequent. Ther
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is considerable, but not overwhelming, support far adapta- ACKNOWLEDGMENTS,
tion of the CD-ROM product to SUN, Macintosh, and VAX We wish to acknowledg the continued suppout of the
CK~s. Macintosh access and display software is under de- NASA Polar Oceas Progruni through Research Giant
velopinent at NSIDC in association with Dr. W. Emery NAGW-64110o the University of Coloado, which has fund-
(University of Colorado, Colorado Center for Astro- ed 5.5W! data product developmnuL The Natkioal Snow
dynamics Research). A "beta version of this software is and Ice Data Center is opeaved for NOAA by t Uni-
now being distributed to users who have indicated an inter- versty of Colorado, Cooperative Institut for Research in
est for evaluation and commenit. Environmental Sciencies.
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Contribution of the Argos System for
the Study of the Polar Regions

Jean-Luc H. Bessis
Service Argos, Inc., Landover, Maryland, U.S.A.

ABSTRACT
L/ The Argos data collection and location system, aboard the NOAA polar orbiters,
has been used by many scientists studying the polar regions. This paper will
describe the latest improvements in this, the first worldwide operational location
system, and summarize some applications of the Argos System developed by North
American users in the polar regions.

Arctic applications include drifting buoy collection of meteorological and/or
oceanographic data to support operational programs using the ice as a research
platform, e.g., undersea acoustic noise measurements; determination of the effects

___ of long-term loading stresses on sea ice; oil exploration and operations, including
pollution and environmental monitoring; tracking movements of wolves, caribou,
polar bears and grizzly bears.

M Antarctic applications include environmental research for a better understanding
an of microbial ecosystems; winter data acquisition on ice motion using parachute-

__ dropped buoys; oceanographic drifters to support operational and research
programs; automatic weather and geophysical stations; high-altitude balloon exp-
eriments to observe supernovas; long-duration balloon experiments to collect data
on stratosp~eric winds; tracking movements of fur and Weddell seals, and
penguins.

The iacations described above were made possible by specific characteristics
and ca abilities of the Argos System: systematic polar coverage; two operational
satellites since 1979 and probably continuing after the year 2000, near-realtime data
availability for platforms within the footprint of the NOAA Fairbanks ground sta-
tion during every satellite pass; data provided directly to the user's own PC upon
request or available in the two redundant data processing centers (Toulouse, France
and Landover, Maryland, U.S.A.) 24 hours a day through data transmission
networks; location accuracy of 150 m.

Argos-compatible instruments have been designed by numerous governmental
and private organizations to operate in the harsh polar environment and to take
advantage of the unique platform provided by the ice. The Argos System will
continue to provide operational and reliable environmental location and data

THE ARGOS SYSTEM studying the polar regions. It is the result of a cooperative
The Argos Data Collection and Location System (DCLS) program between the French Space Agency (CNES, Centre

has been operational worldwide since 1978, aboard the National dides Spetiales) and the National Oceanic and
NOAA polar orbiters, and has been used by many scientists Atmospheric Administration (NOAA).
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The Argos Space Segment February 1989. A new software is installed in both
The space configuration comprises two NOAA TIROS-N FRGPC and USGPC, Service Argos, Inc., processes the

satellites (presently NOAA 10 and 11) in simultaneous low platforms for North American users (U.S.A. and Canada)
polar orbit (830 km and 870 kin) with an inclination angle and CLS, Toulouse, all other users. Either center can take
of 98.70 and a 101-minute period. These satellites are sun- over the global processing responsibility and the users have
synchronous, therefore orbital revolution intersects the the option to request dual processing if they do not wish to
equatorial plane at fixed local solar times every day. risk interniptims to the realtime distribution or to availabil-

As the satellites orbit, the visibility zone (or footprint), ity of results.
centered on the satellite ground track, sweeps a 5000-kin July 1989. A 56 Kbits digital link is installed between the
swath around the Earth. Therefore each satellite sees all two GPCs and increases the quality and reliability of the
platforms within this footprint and the Argos DCLS receives inteWconection.
all messages transmitted by these patfms. February 1990. All realtime data sets received in the two

U.S. ground stations, Fairbanks and Wallops Island, are
The User Equipment processed at both centers

All platforms reporting through the Argos system must May 1990. All recorded data sets are now routed via
carry a certified Platform Transmitter Terminal (PTI) for different physical paths to both centers. Consequently, the
the satellite uplink. Each IT transmits a short message entire Argos data flow from the satellite to the users' file in
(360 to 920 ms for respectively 32 to 256 bits). Repetition the GPCs has no single nint of failur. This step concludes
periods range from 90 seconds for location purposes to 300 our actions designed to achieve full system reliability.
seconds for data-collection-only purposes. All PITs
transmit at 401.650 MHz. ARCTIC APPLICATIONS OF

The mean number of passes per 24 hours varies from 7 in THE ARGOS SYSTEM
the equatorial region to 28 in the polar region with an Ice Study
average number of locations from 5 to 17 per day. Long-term sea ice loadings (1990 and beyond). The

program conducted by the U.S. Army Corps of Engineers
The Argos Ground System Q. Richter-Menge) is aimed at determining the effects of

The Argos data received by the Argos DCLS is transmit- long-term loading stresses on sea ice at warm temperatures
ted to ground via three paths: (1) real-time VHF (136.77 (> -5-), this information being helpful in determining
MXz), (2) real-time on S-band (1707 MHz), (3) delayed- apropriate parameters for me in models that describe creep
time using recorded data playback via an S-band (1700 behavior of ice.
MHz) telemetry downlink each time the satellite passes over Measurements taken by the platform include air
one of the three System ground stations located at Wallops temperature, displacement rate of the ice and temperature of
Island, Virginia (U.S.A.), Fairbanks, Alaska (U.S.A.), and ice using a thermistor string.
Lannion (France). Estimation of the ocean heat flux (1984). Estimation

Data are then transmitted to NOAA National Environ- performed by the Polar Science Center, University of Wash-
mental Satellite Data and Information Service (NESDIS) in ington (N. Untersteiner and A. Thorndike) takes advantage
Maryland (U.S.A.) then forwarded to the two Argos Global of the ice cover to measure the ocean heat flux. It employs a
Processing Centers (GPC), one in Toulouse (France), the string of thermistors placed a few centimeters apart around
other in Landover, Maryland. the ice-water interface. The measurment of the differential

Each center operates around the clock every day of the pesure between the atmosphere and the ice bottom
week, and is designed for maximum availability and determines the ice mass balance (see Figure 1).
redundancy. Sea ice ynamics and regional meteorologyfor the Arctic

As soon as each telemetry data set is processed the results Polynya Experiment (APEX). The experiment conducted in
are disseminated to users or available for direct access by 1985 by the Pacific Marine Environmental Laboratory (C.
standard dat transmission networks. Pease) studied sea ice floes in the Bering Sea using drifting

Data throughput time is less than three hours on average buoys (15) and observed the interaction of a wind-created
for recorded data. polynya with regional dynamics and thermodynamics.

Latest Improvements (Since 1989) Oeamnographic Research Programs
January 1989. Two new software commands became Electromagnetic noise measurement system (1987-1990).

available at the French and U.S. GPC: Studies by the U.S. Navy Surface Weapons Center to help
The "DIAG" command provides the user with detailed the measurement and to process ambient electric and

information about platform location on every satellite pass magnetic field noise. The Arctic research buoy position
such as: two solutions in latitude and longitude, number of provides the track of the ice flow as well as permits the
messages received, signal strength, pass duration, distance recovery of the sensors and electromcs.
from ground track, computed platform frequency, altitude. Arctic environmental drifidng buoys (1987-1989). Study

The "MOD" command permits the user to modify such by the Woods Hob Olearaph Institution (Dr. S.
system parameters as latitude, longitude, and altitude, and Hojo) measured particle fluxes under the Arctic sea ice in
could increase location quality if applied. time and space using an ic-tethered sediment trap array.

After adjustment of erratic link problems between the The Coordinated Eastern Arctic EVerbient (CEAREX).
two GPCs the Lannion recorded and real-time data sets were Study also conducted by the WHOI (1988-1990). The float
transmitted then processed at the USGPC on a routine beis. trajectories are the first long-term lagrangian direct current
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Figure 1. A schematic of dhe Mass Balance Buoy. Temnperature sensors armind the ice-wate interface allow the ice bocn position and the
vertical heat flux in the ice to be measured. A differential pressure transducer measures changes in ice draft (makss ThU buoy allows
determination of the ocean heam flux as well as changes in ice mass balanice. (Fromn Untersteiner and Tharmdike [1984].)

measurements in the Arctic Ocean. These trajectories are Center (R. Colony) studies the kinematics of the ice. Over
analyzed to produce a kinematic description of the mean 15 stations are maintained (Figur 3) to analyze the mean
circulation and eddy variability in the Atlantic inflow into seasonal fields of velocity, vorticity, divergence and shear.
the Arctic Ocean. Greenland permanent meteorological observation system

The Oceanographic acoustics program. Conducted by of the Danish Meteorological Institute (1980-1990)
the Canadian Department of National Defense which stud- scattered along the coast of Greenland.
ied the ambient undersea noise and acoustic propagation Ice island trajectories (1 984-1 990). The University of
using thermistors and hydrophones. Alska (Dr. W. Sackinger) is tracking ice island trajectories

The Arctic Research for Environmental Acoustics and measuring barometric pressure, surface temperatture,
Program (AREA). Study conducted by the Polar Research wind speed and direction as well as ice island azimuth.
Laboratory (1980-1990) which analyzes the characteristics Operational Arctic program (1985-1990). To support
of the undersea environment (Arctic Ocean and North Pole) Arctic operatons the Naval Oceanographic Office
using drifting floating stations measuring ambient acoustic (NAVOCEANO) of the Navy must have realtime environ-
noise spectrum, oceanographic and meteorological data. mental intelligence (R. Partridge); in-situ drifting buoys are

Hydro graphic Measurements (1982-1990). Very specific one of the components of the program and provide a host of
SALARGOS buoys developed by the Polar Science Center data required to analyze and forecast environmental condi.
measure the salinity and the temperature to 300 mn using tions. Measurements include barometric pressure and
Sea-Bird sensors as well as the air pressure and temperature temperatur, together with the acoustic field and subsurface
(see Figure 2). thermal structure of the Arctic Ocean.

Collection of Meteorological and/or Oceanographic Data Oil and Gas Exploration
to Support Operational and Research Programs Th offshre oil and gas indusr is mainly using the

Coordinated Arctic buoy program (1979-1990). The Argo System for thiree purposes: operations planning,
network of meteorological data measuring atmospheric platform design criteria and preparation for oil spill
pressure and temperature installed by the Polar Science response and support.
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Fkgure 4. Drifting buoy tacks, Valder oil spill. Ar,'l 13 to May 31, 1969.

Wintering Data Acquisition on lce Motion ground base sites at high geomagnetic latitude as a ccxnple-
Using Parachute-Dropped Buoys (1988-1990) meat to space-borne measurements.

Under the Antarctica buoy program the Polar Science The need to retrieve frequent snapshots of the operation
Center, University of Washington (Dr. R. Moritz) is requires the use of six AGO with eight Argos IDs each in
acquiring wintertime data on ice motion, air pressure and order to accommodate the following sensrs: ionospheric
temperature in support of research into meteorological and opacity to cosmic radio noise, aroral optical intensity,
oceanographic processes in the Ross Sea. Analyzed data are VL.F, L~F and HIF radio emission signal strength, magnetic
archived at the National Snow and Ice Data Center in field intensity and fluctuations.
Boulder, CO and air pressure and position data entered on
the GTS (Global Telecommunications System) for use in Antrctic Balloon Programs
operational weather analysis. High altitude balloons to observe supernovas around

McMurdo station (1988). The U.S. Air Force Space
Antarctic Automatic Weather Stations (1980-1990) Division (Major R Crombie) conducted this program which
The University of Wisconsin (C. Stearns) now operates flew an advanced gamma ray telescope on a high altitude

32 Automatic Weather Stations in Antarctica (as well a 3 in balloon from McMuzdo Station to observe a supernova.
Greenland) which are GTS compatible and regularly Position and altitude of the balloon during the observation
measure wind speed and direction, temperature (inside and period is required because of uncertain winds at the float
outside), barometric pressure, and station engineering data. altitude of 120,000 feet.

In addition to providing synoptic weather information the Long duration balloon pogram to collect data on polar
AWS allows the study of the katabatic winds, stratospheric winds (1989-1990). The National Scientific

Balloon Facility (D. Bawreom) has measured during a periodAutomatic Geophysical Laboratory (1989-1990) of 1 to 4 weeks and at an altitude of 20-40 Ikm polar strato-
Lockheed Pao Alto Reerh Laboratory (Dr. 3. Doolit- spheric winds, direction, speed and persistence as well as air

tie) built an unmanned Automatic Geophysical Observatory temperature, earth IR radiation temperature pressure
(AGO) to study mlar-terrstial physics from a network of altitude and ballon hoskeig data.
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Animal Tradging Weddel seals (1990 and beyond). The Institute of Marine
Antartic Marine Living Resources. National Mauin Fish- Science Univesity of Alaska (J. Testa) is determining the

eries Service (Dr. J. Bengston) used an Argos PTr on the overwinter movemients and diving behavior of Weddell
deck of te Alcazar to track the ship~s location during his seals in the western Ross Sea. Ten to twenty animals will be
research programn where he instrumented fur seals, chinstrap tracked and the duration of the period durng which the seals
penguins and matcaroni penguins with radio transmritters for are on the surface will be timed.
a period of several mionths.
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Quick-Look Satellite Imagery for Alaska:
A Tool for Environmental Monitoring

Tom George, Greta Reynolds, Ken Dean, and John Miller
Alaska SAR Facility, Geophysical Institute, University of Alaska Fairbanks

ABSTRACT
Satellite imagery is a valuable tool for environmental monitoring of natural and

man-made events. Analysis of imagery within a few hours is vital if these data are
to be used to respond to rapidly changing conditions. Since April of 1982 Landsat
imagery from the Quick-Look Project at the Geophysical Institute has been avail-
able for real-time applications. The system provides near real-time Landsat MSS
imagery for applications including monitoring flood hazards, sea ice motion, forest
fires and agricultural development.

As we move into the 1990s additional satellites with new sensors are being
launched which will provide more opportunities for near real-time use. To take
advantage of the sensors, additional facilities are needed to receive, process and de-
liver the data in a timely fashion. Candidate sensors and spacecraft include
Enhanced Thematic Mapper (ETM) on Landsat-6; Advanced Very High Resolution
Radiometer (AVHRR) on the NOAA polar orbiting satellites; SPOT; Japan's
Meteorological Observation Satellite (MOS); OPS (Optical Sensor) on the Japanese
Earth Resources Satelite-1 (JERS-1) and the Advanced Earth Observing Satellite
(ADEOS).

Ongoing projects, such as the Alaska SAR Facility, can provide some com-
ponents of a multiple satellite receiving system. Such a capability will provide a
valuable source of data to study global change in the Arctic. We will describe the
capabilities required to use satellite data for environmental monitoring.

INTRODUCTION ability to observe and compare observations over large geo-
During the past two decades, satellite imagery has proven graphic areas. Satellites will play a larger role in these in-

invaluable to earth science studies and environmental vestigations if we can deliver the data promptly.
Very seldom does a satellite image alone solve a prob-monitoring by providing infomation ove a large geo- lem. Additional information from field observations, air-graphic area during an instant in time. Those data support a borne sensors or other sources are normally required towide range of uses, such as monitoring sea ice motion and quantify field conditions. Studying ephemeral features such

weather dynamics, mapping vegetation and geologic fea- as snow cover, sea ice and ocean state requires close
tures, documenting changes on the land surface, and circula- coordination between field observation and satellite data
tion of water masses in the ocean. Analysis has largely been collection. To meet these requirements it is often necessary
on a retrospective basis, months or years after the satellite to access, analyze and distribute satellite imagery in near
data were acquired [George and Miller, 1985]. real-time; typically within a few hours of a pass.

New programs are beginning to focus on study of earth Before describing the specific requirements of such a sys-
systems, primarily those believed to influence global tern, we will provide some background and examples of this
change. A common need of these projects is to expand our use of satellite data in Alaska.
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THE LANDSAT QUICK-LOOK PROJECT

The System
In April of 1982 the Geophysical Instiute at the

University of Alaska Fairbanks began operation of the
Landsat Quick-Look Project. Subsequently, near real-time
Landsat Multi-Spectral Scanner (MSS) data has been pro-
vided to university researchers, government agencies and
others interested in environmental monitoring activities
[Miller, 1984; Burger and Miller, 1986]. Applications in-
clude monitoring the 1986 eruption of ML Augustine, sea-
sonal flooding of the Yukon River, agricultural changes in
interior Alaska, sea ice distribution, ice floe movement, and
forest fire surveillance.

Limitations
Although this project provides image products rapidly, a

inherent limitations of the system can severely reduce the
utility of the data. Landsat MSS is an optical sensor and is A
therefore dependent upon solar illumination. During several
months of the year at Alaska's latitudes the northern third of
the state has insufficient illumination to acquire data of high
quality. Although coarse feature recognition has been
achieved with illumination angles as low as 40 below the
horizon, large regions lack mid-winter coverage [Miller and
Burger, 19861.

The 16-day repeat cycle of Landsat 5 also limits our abil-
ity to acquire data on demand. For a monitoring effort to be
effective, repetitive coverage is necessary. Users are often
interested in changes occurring over one to two days' time.
Coverage over Alaska on a given day is limited to two 185-
ki swaths approximately 900 km apart (Figure la).

A positive benefit at high latitudes is that the orbits of
Landsat (and other polar-orbiting satellites) converge, pro-
viding increased sidelap of adjacent passes. Landsat exhibits
50-70% sidelap on adjacent ground tracks at the 700 lat- C) Study Area
itudes. Within one 16-day cycle a target can be viewed by
up to four separate ground tracks (Figure lb).

Cloud cover is another limitation to optical sensors. In ___B

many regions of the Arctic, persistent cloud cover precludes
observation of surface features for weeks at a time, greatly Figure 1. LnWda-5 orbit charteristics. (a) One-day ground coy-
limiting our monitoring ability. Experience has shown that erage over Alaska. (b) Coverage of one Lamdsai-5 16-day cycle.
useful information may be acquired in spite of partial cloud
cover or thin cloud layers. If a target is known or suspected,
the satellite observation serves to verify the presence and ex- Fairbanks. This station routinely acquires Advanced Very
tent of features which exhibit high contrast, such as water mgh Resolution Radiometer (AVHRR) data and could re-
overflowing sea ice, or fresh scars of a wildfire. spond rapidly to our needs. The AVHRR sensor is carried

USING SATELLITE DATA IN NEAR REAL-TIME by two operational satellites, NOAA-10 and II; together

In the past few years, we have gained experience in they provide between 10 and 12 passes over Alaska each

deriving information from multiple satellite sources in day. The sensor has a pixel size of approximately I kin, and

response to different environmental situations. Examining records radiation in visible, near and thermal infrared wave-
selected case histories provides insight into the potential lengths. It is considered a "survey" instrument, which ac-
benefits and limitations of satellite data. quires data along a swath roughly 2000 km wide. These data

have been used for many years to monitor synoptic weather
Exxon Valdez Oil Spill patterns in support of operational weather forecasting.

On March 24, 1989 the Exon Valdez ran aground on Digital data were analyzed daily to derive sea surface
Bligh Reef in Prince William Sound, causing a world-class temperature patterns, turbidity, and oil-related signatures at
oil spill. Within a few days scientists at the Geophysical the Alaska Data Visualization and Analysis Laboratory
Institute had contacted NOAA, EOSAT and SPOT to sched- (ADVAL), located at the University of Alaska Fairbanks
ule acquisition of satellite imagery of the affected area. The campus. Digitally enhanced images were transmitted by fac-
earliest available coverage came from NOAA at the simile each evening to the Alaska Department of Environ-
Gilmore Creek Command and Data Acquisition station near mental Conservation at Kodiak Island and researchers
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Figur 2. SP(yF panchroiatic image mpqired 9 April, 1989. Oil is rqeuented by die light gray mw sunounding Smith W=l&d

aboard the University of Alaska research vessel Alha month of the spill. Fleatures detected from these satellites in-
Helix. High-quality film products were distribuited retro- cluded larg pools and windrows of oil, as well as evidence
spectively for follow-up antalysas. The acquisition, aldysis of the beach oiling process. These dat a es were not avail-
and transmission of the AVHRR data ID the field was per- able rapidly enough for opeatonal use, although they did
formed each day to assi n monitoring and research activ- prvd.albertoscie nrm o.Fgus2ad3
ities. The low resolution AVHRR imagery combined With providealuale rfetrsctirved fmain Figesta 2tadl

other~~~ ~ ~ upevain proide inomtmo helcto that can be expected from this class ofsensors. The oil-soxteofrgte pol ourd uDeni the brok 1989o. eko related features had very subtle signatures and required in-
Data acquired from satellites with higher resolution were tensive pre-processing. We believe daoa from these satellites

analyzed as well. SPOT (10- to 30-rn resolution) and Landi- could provide informationi for field opertons for spill man-
sat TM (30-in resolution) data were avaIal within a agement if they were available in a timely fashion.
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Figure 3. LaWds-5 TM Band 5 image shows oil in the vicinity of Montgue and Smith Islands in Prince Willimn Sound. This image re-
quired much preprocessing to detect oil signaues, which m seen u thin light twn structumn n the image.

ML Redoubt Volcano peratures with atmospheric prodes recorded by the National
The eruptions of ML Redoubt provide another example of Weather Service, and verified by pilot reports.

the operational use of satellite imagery. Figure 4 shows the Knowledge of plume extent and location could target po-
trajectory of the eruption plume and distribution of tie ash tentially hazardous areas for airline traffic. This hazard was
fall. AVHRR imagery is particularly useful for this applica- demonstrated when a Boeing 747 aircraft experienced en-
tion since it is recorded several times a day and can show gine failure and extensive engine damage after flying
changes over a period of hours. The signature of the plume through the ash cloud northeast of Anchorage. For several
is discernible by the spatial paern seen on the image even days following the 747 event, all jet traffic to and from
through lower cloud layers. Measurements from the thermal Alaska was grounded due to the uncertainty of the location
bands are connected to temperature, providing an indication of the plume.
of the elevation of the top of the plume. Estimation of plume Landsat MSS imagery of Mt. Redoubt recorded by the
height is accomplished by comparing the derived tern- Quick-Look Project (Figure 5) shows the benefits of higher
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Figure 4. NOAA AVHRR image showing a volcanic plune brn ML Redoubt drifting rms Cook Inlet and the Kenai Peninsula. This un-
age was acquired 16 December, 1989. appmxiunafly 8 hours after an erupton.

resolution data. This image was acquired on January 24, either an image or derived product to an investgator in a
1990 at 11:48 AM AST, and shows a new river channel that timely fashion. With this data, a science team can direct
was carved by a flood event due to melting ice and snow on their resources to collect field observations. Without this in-
ML Redoubt. Flooding posed potential threats to the man- formation, investigators must fall back on statistically de-
made oil storage facility located on the delta and during sev- signed search patterns or other means to allocate resources.
end time periods the workers were evacuated. In September 1988 the Coast Guard ice breaker Polar

Star encountered ice that was too severe for normal naviga-
Earth Science Processes tion. In response to a request for assistance, scientists at the

Beyond monitri natural or man-caused events, sat- Geophysical Institute acquired and analyzed digital AVHRR
ellite imagery can play an increasing role in interactive data of the northern Chukchi Sea to discern sea ice condi-
studies of science processes. many of which relate to the tiom in the region where the ship was operating. In-
study of global change. This requires the ability to deliver formation was relayed daily to the Polar Star which enabled
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Figure S. Landsat-5 MSS image acquired by the Quick-Look Project shows a new channel carved by the flooding Drift River. Melting snow
and ice from volcanic hea caused flooding that endangered the oil storage fa.cility located on the delta. The new chane. a well a the oil fa-
cility, ca be seen on the image.

the ship to locate ice conditions suitable for their geological COMPONENTS OF A NEAR REAL-TIM SYSTEM
and geophysical studies, thus saving an entire field season Based on our experience, and study of the satellite sys-
for the project. While this effort can be considered larply a tons available, we believe that a satellite monitoring system
logistic application, it illustrates the notion of directing should have the following components .
ships, aircraft or other platform s to scientifically imp tortant -A means to request satellite data coverage.
area to facilitate data collection.

These examples suggest that projects can benerfit (an ae ail to n ur e, and dity rom satellitesm
satellite-derived information if it can be delivered in a tie procesmnplton nayi ol orna eltm
ly fashion. The regional view provided by the satellite can -The e t eni t atitemoto in .
be used to direct collection of field data which is especially she man to frnstinfomaono a o t
important to the process being studied. The large area re- Requesting coveage
corded by the satellite sensor also permits extrapolation ofa a-g a ula tion Corag e
few point measurements gathered in the field to help de- Each satellite is actively controlled by the flight agency
scribe patterns with great areal extent. Examples of topics which is responsible for its operation. Much attention is paid
that might benefit from this type of data include ocean pro- to adjusting satellite orbits, managing power constraints, and
cesses, snow accumulation and melt, characterization of sea testing and assessing the health of the spacecraft and its sys-
ice, and plant phenology studies. terns. Survey-type systems, such as AVHRR, we operated
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continuously, and do not require any active communication line drawings, or digital image data. The equipment required
between the user and satellite controllers, to deliver data and information ranges from a standard

Other sensors are limited by the amount of data they can office facsimile machine to a microcomputer capable of re-
acquire, and requests for coverage must be placed prior to ceiving digital data via network or telephone comection. In
acquisition. Landsat TM and SPOT clearly fit in this cat- some instances derived information is delivered to a re-
egory. The SAR satellites scheduled to operate in the 1990s search laboratory, or task force office, well supported with
will be extremely power limited, requiring users to place telecommunications equipment and computers. Alternative-
requests well in advance to obtain coverage. A communica- ly, the destination might be in a remote setting, such as a
tion channel must be established with each flight agency to field camp at Point Barrow, or a research vessel in the
request data acquisition. Bering Sea.

Direct Reception Capability HOW DO WE GET THERE?
Based on experience with centralized data distribution Having briefly described today's near real-time needs in

systems, we believe that direct data reception from multiple Alaska, and the requirements of a system to meet those
satellites by a ground station is essential for near real-tine needs, what are the next steps toward implementing this
utilization. The United States has tended to favor centralized capability? Several necessary components are already in
systems which involve a separate processing stream for each place. The Alaska SAR Facility (ASF), located on the Uni-
satellite. The time required to routinely acquire, rocess and versity of Alaska Fairbanks campus, operates a receiving
distribute satellite data ranges from weeks to months, far too station funded by NASA. This station is presently used to
slow to monitor dynamically changing features. A notable support the state-funded Landsat Quick-Look Program. Ad-
exception to the national trend is the development of small, ditional subsystems will process, archive and distribute sat-
direct-reception stations for NOAA AVHRR data. These ellite imagery from a series of SAR satellites starting in
systems support local acquisition, processing and archival of 1991. One capability of this facility will be to process limit-
the data independent of the NOAA distribution system. We ed quantities of the SAR data within a few hours of a sat-
believe this is an important indicator of future near real-time ellite pass. An additional project is underway to transmit
use of satellite data. SAR image data products via satellite link to the Joint Ice

To be responsive to the diverse requirements for earth Center in Sudand, Marylatd [M lktgomery, 1989]. While
monitoring, a modular system is essential, which can ac- the ASF is designed primarily to support SAl satellites, the
quire and process data from a variety of different seasors. theiASF i syse praril to ur atellites h
Much effort is expended today to register data from differ- receiving system can be upgraded to acquire data from sev-
ent sources. Displaying an AVHRR time series over a Land- other satellites.
sat TM base image is one example. With careful design, a The National Weather Service is developing a ground sta-
modular system can be constructed which makes supporting tion that will have direct reception of AVHRR data in

new sensors faster, easier and less expensive than it is today. AnchoIage [Hufford, personal communications, 1989-
19901. This system is intended to receive, process and de-

Image Manipulation and Analysis Tools liver digital data for analysis within a few hours of a satellite

Once the data are available for analysis, flexible image pass. It will support operational weather forecasting as well

processing and manipulation tools are required. Basic analy- as special projects such as monitoring volcanic eruptions.

sis needs include the ability to enlarge and enhance the This system is scheduled to be operational by mid 1991.

image, combine spectral bands, and geometrically warp im- While these two programs appear very promising, more

ages to a variety of map projections. Increasingly we see the work needs to be done with analysis and management of the

need to perform calibrations among satellite senors in order data, and the distribution systems to deliver derived prod-
to measure absolute differences in geophysical properties ucts to the locations where they are needed.

(temperature, concentration, etc.). Display capabilities are
required to browse image data and pick the specific scenes CONCLUSIONS
needed for detailed analysis. We believe that near real-time satellite data is a viable

We often need to combine satellite data with other ob- tool for environmental monitoring in the 1990s. Experience
servations to produce a derived product. The ability to com- indicates that satellite information provides the ability to
bine satellite raster data with other types of information monitor conditions over large geographic areas through
(shipboard measurements, atmospheric profiles, ground ra- time. Combined with information gathered through more
diometer readings) requires capabilities found in vector conventional means, we can have a powerful capability to
Geographic Information Systems. Finally, derived informa- monitor our dynamic northern environment. Problems of
tion must be output in forms suitable to disseminate, in- policy and funding for data access remain, both for U.S. and
cluding hardcopy and digital media. the foreign spacecraft whose unique capabilities we need. It

will take state and federal agencies working with the
Transmission to Remote Locations academic community and pivate sector to develop these

The final step is to deliver products to remote locations. capabilities. If successful, we stand better equipped to deal
These might take the form of derived maps, black-and-white with issues concerning global change at high latitudes
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Measuring Sea Ice Deformation with Imaging RADAR Satellites

Coert Olmsted
Alaska SAR Facility. Geophysical Institute. University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
Sea ice pack motion can be detected by comparing pairs of geolocated remote

sensing images separated in time by a few days. Pattern recognition algorithms
have been applied to develop automatic systems for synthetic aperture radar (SAR)
images such as SEASAT and ERS-1. These systems produce a vector field of pack
ice displacements. To apply this velocity data to basic problems concerning the dis-
tribution of ice types and thicknesses, it is necessary to obtain an accurate measure
of the deformation due to opening and closing of leads and to rafting and ridging of
floes with each other and with thin new ice.

Preliminary studies indicate that the ice motion is piecewise continuous with
shear zones separating more rigid continuum elements made up of many floes. We
postulate a turbulent regime for the velocity field which leads to the assumption of
simple rotational motion for the continuum elements. Applying image analysis
techniques to the displacement vectors enables classification and parameterization
of the continuum elements and the characteristic discontinuities which border them.
Computations based on this analysis can then quantify the deformation internal to
the continuum elements and that due to the relative motion between them.

OBJECTIVE open water--.at present a difficult problem [Fily and Roth-
The area concentrations of sea ice types (open water and rock, 19901. The latter must be estimated from mesre-

various age/hickness groups) of polar pack ice are nec- meats of strain. At present only very rough mean estimates
essary quantities for estimating surface fluxes and massheat are available from buoy tracking [Colony, 19911.
balance of the ice-ocean-atmosphere system. The fraction
of open waterAhin ice that may be expected is of practical METHOD AND ASSUMPTIONS
value for marine navigation. SAR images cmn, however, povide enough information

Dynamic/statistical models have ben designed at local so that pattern recognition techniques can closely track
and global scales to incorporate time evolution of concentra- Lagrangian parcels (-10 kin) of sea ice and so give a de-
tions or thickness distributions with remote sensing, drift tailed picture of the local velocity field [Kwok et al., 1990].
buoy and meteorological darn [Taomdike et al., 1975; Samples acquired from about 24 pairs of SEASAT images
Hibler, 1986; Thomas and Rothrock, 1989]. In all such mod- (100 x 100 kin 25 in resolution) and analyzed with the
els lead opening/closing and rafting/idging make important Alaska SAR Facility (ASF) Geophysical Processor System
contributions to the change of concentrations. Estimating (GPS), which also will work on future SAR satellites such
the rates of these processes requires kinetic information on as ERS-l, J-ERS-1, RADARSAT and EOS, confirm that the
the relative motion of the mechanical constituents of the ice motion is complex on a range of scales and has jump dis-
pack. Thus it is important to quantify opening and closing of continuities along curves [Curlander et al., 1985; Fly and
ice free leads (open water) and also the rafting and ridging Rothrock, 1986; Vesecky et al., 1988; Collins and Emery,
of floes (poduction of thick ice from thin ice). The former 19881. Inspection of these velocity fields shows that the ele-
can be obtained by classification of images into ice and mens between di iuities an in the size range of tens to
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hundreds of kilometers and appear to be relatively rigid, values of the first image and subtracting from the second
Furthermore their motion is frequently rotational with radii produces reconstructed subtracted image intensity. Contrast
of rotation on the same order of magnitude. stretching this picture generally shows thin stripform

These observations lead us to two hypotheses. The first is regions of poor matching of translated ice patterns and
that the motion is piecewise continuous and, as a further therefore poor correlation of surface features and so high ice
simplification, piecewise rigid. For the second hypothesis deformation. This is shown in Figure 2 for the test pair. A
we note that rotational motion also occurs on larger (100- to second method [4 op. cit.] applies the displacements to the
1000-kan gyres) and smaller (floe size) scales. Thus the intersections of a regular grid to get a deformed grid as
velocity field can be characterized as turbulent, i.e., eddy shown in Figure 3. Differencing formulas applied to the four
(rotational) motion occurs on cascades of (discrete) scales. corners of each grid cell can give measures of relative strain
For a further simplification, assume that the rotation is sim- and so a two-dimensional picture of the deformation.
pie, i.e., a constant angular velocity around a fixed center. The pattern-matching algorithm also supplies a con-
Then the motion is characterized by center coordinates and fidence estimate for each cell and so a similar picture. A
angular velocity for each piece. When combined with in- fourth method would be to apply threshholding to the one-
formation on the size and position of each piece, this pro- dimensional row and column cross sections of the gridded
vides moments and eddy sizes. Studying the distributions of velocity field. Each jump would provide a component of
these variables for extended data sets would give physical distortion to its cell.
information on the energy cascade and the existence of Combining the four effects in a logical and/or statistical
dissipation. manne would provide independent information about the

local discontinuities in a number of locations not necessarily
ANALYSIS on the grid intersections. Curvilinear regression on the re-

In this study we examine the data derived from SEASAT suiting clusters would parameterize the discontinuities in an
images from revolutions 1439 (OcL 5) and 1482 (Oct. 8, interpolating manner which might reflect something of the
1978). The displacements detected over the 72-hr period are physics involved in the formation of the fracture.
shown in Figure 1. The displacement vectors have their tails Isolate continun elements. The parameterized dis-
on a regular 5-kn grid. Where the pattern-matching continuities provide bounding information about the con-
algorithms of the GPS have poor confidence on the dis- tinuum elements. To get internal information we need a
placement estimate, the grid cells have been left blanL method for deciding which displacements belong to the
There ae a number of possible steps in the analysis. same rotational motion. This is essentially a classification

Isolate disconuinaies. There ae at least four ways to lo- problem. Cluster analysis can be applied if we have a way
cate the discontinuities in the velocity field. The frst is well of characterizing rotational motion as a monstant. A first ap-
studied [4 op. cit.]. Applying the displacements to the pixel proach involves seeking a common center of roaton. The

perpendicular bisectors of each displacement segment of a
rigid rotation will meet in a common point--the center. In
the presence of errors, however, them will be a possibly
large number of close intersections. To avoid the problem of
determining and clustering all the intersections we transform
the perpendicular bisector data into point data by a method

t Iknown as reciprocal polars [Bracewell, 1990].
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Figure 1. Displacement field for ire motion in the Beaufor Sea be-
tween SEASAT revolutis 1439 and 1482. Arrws onme vec- fire 3. D t 5-kn gid after application of the dis-
tos show the direction. The nmmigg dopaei s follow sun placeft. Major defomation featuf corresponding to Fgures 1
iar grmeamlis. The tails re on a regular 5-n grid. aid 2 ine evidmu.
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Figur 2. The difernc between pixel iivaisiaes of Rev 1482 aid the displaced mitmies of Rev 1439 have been streidied to show con-
biaat Dark -na correspond to relaively rigi sections of the Wce Pack. The light fintswe edges where showanmd couavergenoemivrgence
cawes high ice deforation. At blank squa=e there is no displacement data

This transformation assigns to each non-vertical line points lie on a commnon fine

y =ax +b b a -x~~a + )V

tie point (ab) in the plane. The usefu property of this car- in the (ah) plane.
respondence is tha if a number of lines Thus the perpendicular bisectors of the displacement vec-

tors may be transformed into the recipal polar plane
y -ai + bi i 0l]... whom, if ty crrespondto acommnotaion, they will

cluster along a line. Stinidad regresuion on this data will
meet at a common point (zO v70), then their reciprocal polar yield the quantities zO and yo along with confidence es-
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tima on themn. In practice we transform (ab) into (aP) by
scalin, rotton and shear to enhance separation between
the linear clusters.

too___________ When we apply this procedure to the tes pair, we obtain
the clusters shown in Figure 4. Visual inspection of this
scatte Plot reveals six clearly identified groups clustered

-INalong lines in the plane. Mapping the gpin~g back ant
the velocity field Produces the disection shown in FigureS5.

-200 1ZCom1pIaring this picture with Fgre 2 and 3 shows clearly
-30 how the boundaries of the continuum ceements correspond

-300-. .>, -to the high deformnation zones. Even the minor break in the,
S-400 "" ',:-- displacment. field which trends up and to t nigt from the

-500- ~center of Figure 5Scan be easily found in Figure 4. Mlto
-50 4it is not at all appaent, from visual inspetion Of t vector
-600 13or the deformed grid, it does also pm in the recoonstructed
-'700 subtracted data of Figure 2. Thus information about t

00 - ,--structure of the field can be refined by workig back and
-ado --forth between the first two steps of th analysis described

-90 above. In an automated procedur, iterative relaxation meth-
-3500 -3000 -2500 -2000 -1500 -1000 -500 0 500 1000 ods could exploit this reciprocity.

alpha The reciprocal polar method gives only two of the three
paraeters needed. Thus our clusters mlay contain extrane-

ous displacemnents with compatible centers but differing
Figure 4. Scatter plot of the reciprocal polar points of All Per- magnitudesmsi h pems etri ru .I sps
pendicular bisectors of displacmitnits fro F~ asl sibn tmk uther disrinaetrin byou con sidn the.
into six natural groups as labeled 1 through 6. weegeomietrical sbet aefwh iciiainb osdrn i
clustering is am*-guosuizoa length of the displacement. This can be converted to angular
obtained by considering contiguity in the vector &A~i =W the sin displacement, once a center has been found. Comang the
of ther dslcemnents. Tku the outlier (marke OL) on tho far right angular displWaMcmn to others in the cluster can confirm or

'Rs coptible with the center of Group 4, but its manitde is too eliminate membership in the group. Thus the Group 5 vector
large. Similarl the number of Group5 wh WlM ~ voc 1 p ~lar ne osdrtini optbewthtecne fb
clusters wit O u3 is too anal fair that displacemnent. The uts ne osdrtoescupul ihtecne fbt
on the axes are pixel munmbers scaled for clarity of th lt Groups 3 andl 5, but its magnitude only fits into Group S.
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Regression on Mean Rotational Motion

Group p q r2  xo Y 8

1 0.5940 -40.17 0.999 123.2 -9.894 3.86 0.06

2 0.7220 -26.77 0.981 179.9 -9.631 3.64 0.09

3 0.5596 -37.98 0.999 113.5 -8.624 4.29 0.15

4 0.2546 -561.7 0.879 67.08 -75.35 5.47 1.17

5 0.4468 -262.0 0.980 90.38 -47.36 4.48 0.72

6 0.4406 -218.4 0.997 89.39 -39.04 2.61 0.06

Table I. For each group of Figure 5 are listed slope mnd intercept of the linear regression on the reciprocal polars cluster. The correlation co-
efficient r2 indicates goodness of fiL The next two columm give the coordinates of the corresponding center of rotation. The units are ki-
lometers from the origin in the upper left corner of the Figure. In the last two column are the mieut angiular rotation in degrees mid the stan-
dard deviation of the data from that meat.

Parameterize continuwn element motion. We have seen which can be projected into components normal and per-
above how the centers of rotation may be determined. To pendicular to the curve. Summing these along the length of
complete the parameterization of rotational motion we de- the curve will then provide an estimate of, respectively, the
termine the angular displacement corresponding to each vec- divergence/convergence and the shear strain, each integrated
tor and, assuming normally distributed deviation from a over the boundary separating the elements. Where velocity
constant angular velocity, we can get a best estimate of the data is missing, a measure of the average deformation can
rigid motion by using the mean y of the individual angular be obtained by selecting the nearest continuum element be-
displacements. Confidence in this estimate would come yond the gap and performing the above integration around
from the standard deviation & Large deviations would in- the area of missing data [Thomdike, 19861. In computing
dicate incompatible displacements as in the previous par- defomation per unit area, the size of the gap would have to
agraph, leading to revision of the cluster groups. For the test be taken into account.
image pair the final results are shown in Table I and plotted Deformation within continum elements. For this purpose
on Figure 5. we can use a more classical approach by approximating par-

It is worth noting that, except for Group 4, the re- tial derivatives of the velocity field and computing standard
gressions are all very tight, so that the estimates of the cen- coordinate measures of deformation as in Volkov et al.
ter coordinates will be correspondingly good-on the order [1972]. These authors consider the components u,v of the
of a few percent. Similarly the confidence is good on the velocity field,
angular displacements, with one standard deviation being
3% or smaller on four of the groups. The largest variance in V = (u(x,y),v(xy))
angular displacement also corresponds to the worst re-
gression in Group 4. Group 5 also has large angular variance Let a subscript on a function name denote partial differentia-

due to either the small sample size or large deformation of tion with respect to the variable appearing in the subscript.

the ice in the area. Then the following formulae are coordinate invariant:

CONCLUSIONS divV = ux + vy
Having parameterized the discontinuities and the motion rotV = VX- Uy

of the continuum elements, we are now in a position to
approach the objective of quantifying the pack ice deforma- defV = (vx+ Uy) 2 + (y -

tion. The primary result of our analysis is that we can do this
in two ways-from consideration of relative motion The first is the standard divergence, or fluid source/sink.
between adjacent continuum elements, and by differential The second is the rotation or curl which, in the case of con-

analysis of the continuous deformation within these stant rotational motion, gives one half of the angular veloc-

elements. enia. The third is the RMS measure of angular deformation
Motn se and anisotropy of deformation respectively. DivV and def
Motion acan also be transformed to polar form by the Pythagorean

continuity curve there will be, provided data is not lacking, and arctangent formulas which have useful physical inter-
a continuum element on either side. From each we can com- pretations [Fily and Rothrock, 1990; Colony, 1991). To
pute a displacement at the point due to the rotation. Differ- compute all these we need to approximate the partial
encing the two vectors will give a local divergence vector derivatives.
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Consider four points in the plane [(x8.y'):i=1... 4)which where
are the vertices of a roughly regular quadrilateral, i.e., the
sides and angles are comparable in magnitude. Let the D = A42X A31Y - A31X A42Y
diagonally opposite vertices be labeled 1, 3 and 2,4. Let D.
be the difference:opemazr between points i andj, andKx3y Using these formulae withf replaced by u and v gives the
be a function of two variables. Using some straightforward values needed to compute the deformation measures in the
approximations and mean value theorems for derivatives vicinity of the four data points. These numerical formulae

produces the following linear system in the partial de- for their derivatives are also given by Tabata et al. [19791
who agree with Volkov et al. [1972] as to substance but not

rivatives evaluated at a point within the quadrilateral, derivation.

A42Xfx + A42Yfy i A42f ACKNOWLEDGMENTS
A31Xfx + A31yfy = A31f I am indebted to Frank Carsey and Willy Weeks, lead

scientists at the Alaska SAR Facility, for many helpful dis-

Solving this for the derivatives gives cussions on this subject. Ron Kwok of the Jet Propulsion
Laboratory (JPL) provided essential technical information

(A4fA31y - A3IfA42y)/D as well as stimulating ideas on the algorithmics. The images
and data were supplied courtesy of Shirley Pang, also of

fy = (A3 1JA42X - A47fA31x)/D JPL. This work was performed under contract to the
National Aeronautics and Space Administration.
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How Climate Changes

J. 0. Fletcher
NOAA Enviromnental Research Laboratories, Boulder, Colorado. U.A.

ABSTRACT
Climate variability on time scales of years through centuries seems to be dom-

inated by two kinds of recurring fluctuations, each exhibiting characteristic evolu-
tion in time. One is the El Nifio/Southern oscillation phenomenon, a tropical ocean/
atmosphere autofluctuation that is phase locked to the annual cycle and recurs at 3
or 4 year intervals. The other fluctuation exhibits a recurrence period of about 1 1/3
century and appears to be forced from high.aitudes in wnte. more strongly from
the Arctic than from the Antarctic. This paper is an overview of the morphology
and teleconnections associated with this longer period fluctuation.

The dynamic forcing is exhibited most strongly as deepening (or shallowing) of
the sub-polar surface pressure trough in both the Atlantic and Pacific sectors and
some changes in the central pressure of the subtropical highs. This can be visual-
ized as strengthening (or weakening) of the mean winter fields of pressure and
wind, reflected by southward displacement and strengthening of the major wind and
SST fields over the Atlantic and Pacific. These dynamical relationships are
reflected in teleconnections extending from the Arctic far into the southern hemi-
sphere. The range of variability of surface wind strength is 20%-30%, (a factor of 2
in wind stress on the ocean) with wind strongest in the 1860s, sudden weakening in
the northern hemisphere in the 1870s, continued weakening to a minimum in 1930s,
strengthening since then, especially since the 1960s.
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High Latitude Climate Forcing by 18.6-Year Lunar Tidal Fluctuations

T. C. Royer
Institute of Marine Science, University of Alaska Fairbanks, Fairbanks, Alaska, U.SA.

ABSTRACT
Upper layer ocean temperatures in the northern North Pacific increased by more

than 2°C in 10 years beginning in 1972. Proxy time series indicate that this is not a
monotonic signal but rather a very low frequency fluctuation. The sea surface tem-
peratures, which began in 1946, and the air temperature at Sitka since 1910, show
fluctuations of 15-25 years. A least squares fit of the 18.6-year lunar declination
signal to the 5-year block-averaged air temperature at Sitka can account for 44% of
its variance. A modification of the mean ocean circulation by the change in lunar
tides is suggested as the cause for this fluctuation.

Similar sea surface temperature fluctuations have been observed for the northern
North Atlantic Ocean from 1876 to 1965 but they appear to be out of phase with the
North Pacific. The Atlantic fluctuations also have a small amplitude; 0.24°C versus
0.52°C for the North Pacific. Low frequency cycles are also evident in the air tem-
peratures from the Hudson Bay region since 1700. The opposite phasing of the
water and air temperatures of the North Atlantic and North Pacific is consistent
with the tidal modulation of the mean ocean circulation. The most recent minimum
for the Sitka air temperature should have occurred in September 1989.
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Cloud Radiation Interaction and the Earth's Climate:
Relevance to the Climate of the Arctic

Graeme L. Stephens
Department of Atmospheric Science, Colorado State University, Ft. Collins, Colorado, USA.

ABSTRACT
The influence on the energy balance of the earth's climate system is reviewed

and is based on recent satellite observations of the Earth's Radiation Budget (ERB)
and other satellite-derived cloud information. The special difficulties that polar
cloudiness poses in analysis of ERB data are discussed. The role of arctic cloudi-
ness on the snow-ice albedo feedback is examined and the possible influence of this
feedback to global cloudiness and thus to the radiation balance on the earth are
explored.

INTRODUCTION fact, several feedbacks have been hypothesized in the lit-
Clouds exert a dominant influence on the amount of solar eratueN over the past several yeats but generally with little

energy absorbed by the Earth and on the amount of infrared observational support. This paper illustrates how the ob-
radiation emitted to space. It is known that clouds present a servations provide little support to many of these proposed
paradox: they act to cool the planet by reflecting solar radia- feedbacks. It is difficult to extend these arguments about
tion to space, and warm the planet by reducing the amount cloud feedback to polar regions largely because of the lack
of radiation emitted to space. These two radiative processes of data on cloudiness over the poles. In view of this observa-
tend to produce reciprocal effects on a net influence of tional shortcoming, a simple theoretical account of clouds
clouds on the radiative budget of the Earth (ERB) such that on the polar radiation budget is described and the hypo-
the net effect of clouds on the ERB is less than their effect thetical relevance of cloudiness to the snow/ice-temperature
on the individual components of this budget [e.g., Stephens, feedback is briefly addressed.
1981; Ramanathan et al., 1987]. This observation is occa-
sionally mistakenly interpreted to mean that the sensitivity DATA SOURCES
of the Earth's climate to cloud, and thus cloud feedback, is Full details of the data used in this study are provided in
small. However, the extent to which these reciprocal pro- the study of Stephens and Greenwald [1991ab]. The present
cesses compete and how they vary with time, location, and study uses ERB data taken from two sources. the narrow
with cloud type and structure is neither well known nor well field-of-view, broadband scanning radiometer data of Nim-
understood. Furthermore the specific effects of polar clouds bus-7 for the 1979 calendar year, and the broadband scan-
on this radiative balance are not well known, partly because ning data ERBE for the 1985 calendar year. The principal
of the difficulty in observing these clouds from space. One use of the ERBE data is for comparison to the Nimbus-7
of the aims of this study is to provide a simplified per- data in order to examine similarities and identify any dis-
spective of the effect of clouds on the Earth's radiation crepancies between the two. Cloudiness data used in the
budget on the global scale and to contrast these effects study are those derived from Nimbus-7 THIRS/TOMS ob-
against those of polar clouds. servations of Stowe et aL [1988] for 1979. The sea surface

While it is known that clouds generally exercise a strong temperature (SST) data are those provided by the National
control over the energetics of the climate system, the way Meteorological Center that cover this same observational
they in aun depend upon the climate system is much less period. The passive microwave observations obtained from
certain and constitutes the poorly understood aspect of the the Scanning Multichannel Microwave Radiometer
cloud climate feedback problem [e.g., Arking, 19911. In (SSMR), which was also flown on the Nimbus-7 satellite,

151



provide the basis for the water vapor and liquid water in- are the respective values observed. Q, is the solar in-
formation used [Prabakara et al., 1982, 1983]. solation. The three flux quantities defined by (1) are inter-

preted as a direct measure of the impact of clouds on the
OBSERVED EFFECTS OF CLOUDS ON THE ERB longwave (LN, shortwave (SW) and net (net) fluxes
A convenient mode of analysis of ERB data is the meth- respectively.

od described by Charlock and Ramanathan [1985] and
referred to as cloud radiative forcing. This method relies on Global Distributions
the estimation of clear sky fluxes and the following flux dif- The global distribution of the flux difference quantities
ference quantities defined by (1) have been discussed in previous studies

[Ramanathan et al., 1989; Harrison et al., 1990; Stephens
and Greenwald, 1991a,b]. These studies have emphasized

CLW = Fcr-Fobs the following important features of these distributions:
•generally negative values of Csw everywhere but es-
pecially in relation to the ITC2, SPCZ and midlatitude

CSw = 2" ( acr - Gobs) (1) storm tracks;
4 generally positive values of CLW with largest effects

= CLW + C associated with the 1TCZ and especially the deep con-
vection over Indonesia; and

-the near cancellation of CLW and Csw over these con-
vective regions, the predominant negative values of the

where F&,, and 0 dr are respectively the estimated clear sky storm tracks, and the somewhat smaller negative values
longwave flux and the clear sky albedo and Fobs and aobs associated with the regions of stratocumulus clouds.
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Figure la. Zonally averaged values of the three cloud flux quma-
tites CaW (LW) CSW ), CWT1 (NEI) in W m2 a a function of Figure lb. The umual cycle of the hemispherically mid globally
latitude detemined from Nimbus-7 and ERBE data for the hA averaged fluxes derived from ERBE data.
seso. Also listed we globally averaged fluxes.
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Season CSW Cw C.,, C, as listed in Table 1. Analysis of ERB data shows that,
on the global scale, the albedo effect of clouds dominates

JJA -42.1 (461) 24.4 (29.5) -17.7 (-16.5) over compensating greenhouse effect with C, - -20 W r 2.

SON -44.0 (-49.1) 24.5 (30.9) -19.5 (-18.2)
DJF -44.5 (-50.5) 22.2 (29.2) -22.2 (-21.3) THE GREENHOUSE EFFECT OF CLOUDS
MAM -44.7 (-45.5) 25.2 (31.2) -19.5 (-14.3) Stephens and Greenwald [1991ab] define the greenhouse
Annual -43.8 (47.8) 24.1 (30.2) -19.7 (-17.6) effect Gover oceanic regions as

Table 1. Globally averaged quantities of CLw. CSW and Ct (W G= (2)
m-2) derived from Nimbus-7 and ERBE (in perenthese) data.

where T, is the sea surface temperature (SST) and I the
radiation emitted to space. Figure 2 shows values of G de-

Zonal and Global Averages rived for cloudy skies as a function of the SST. The clear
The significance of the midlatitude storm track cloudison sky relationship is shown by the open symbols and arises

the zonal and hemispherically averaged flux quantities is from the impact of the water vapor on the greenhouse effect
shown in Figure la and b for JJA. Evident in the zonal aver-
age profiles of Csw and Cf, is the effect of the pronounced and the relationship between water vapor and SST
minimum in CSw (i.e., a maximum in reflected solar radia- [Stephens, 1990; Stephens and Greenwald, 1991ab]. The
tion) in the illuminated northern midlatitudes around 60*N. difference between clear and cloudy sky G thus gives quan-
The bright midlatitude clouds in each summer hemisphere titative measure of the greenhouse effect of clouds. In
also dominate the annual cycle of Csw and C,, as shown in Figure 3, G is shown to increases systematically with liquid
Figure lb. The amplitude of C., is almost completely dic- water path (LWP). This result directly contrasts with sever-
tated by the amplitudes of Csw which, in turn, is largely in- al studies of cloud feedback scenarios that assume the green-
fluenced by the reflection of solar radiation by midlatitude house effect of the atmosphere to remain unchanged when
cloudiness and the seasonal change in the solar insolation the LWP is increased [e.g., Sommerville and Remer, 19841.
reaching these clouds. The reflection of solar radiation by Clearly feedback scenarios based on this assumption are not
these clouds also dominates the globally averaged values of supported by the observations.

3 . . . . , JJA 1979 . .

a
aClouds

2.5 a Clear sky

11

El a

270 28 9 0

ED

1 . .. I . . . . I . , , , I
270 280 290 300

SEA SURFACE TEMPERATURE (0K)

FIgure 2. The geenhouse effect parmneter q for cloudy kies (filled squares) and clear skies (open
qaures) a a fmcion of SST for JJA, 1979.
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THE ALBEDO EFFECT OF CLOUDS become more tropical in character under the scenario of glo-
We noted above the general dominance of the albedo bal warming?

effect of clouds over their greenhouse effect in the mid-
latitudes of the summer hemisphere. Using an analysis APPLICATION TO THE RADIATIVE BUDGET

procedure developed by Stephens and Greenwald [1991a,b], OF POLAR REGIONS

the albedo of clouds was derived from estimates of a,&r and Global effects of clouds on the ERB have been studied
measurements of ab. The cloud albedos derived from lhis extensively over the past decade or so using the high quality
procedure were categorized in terms of the solar zenith measurements made available from programs like ERBE
angle at the time of observations. These data epresented and the Nimbus series [e.g., Stephens et al., 1981;
as frequency plots in Figure 4a for clouds further classified Ramanathan et al., 1987; among others. We learn from
as midlatitude or tropical clouds. Midlatitude clouds are these studies that the albedo effect of clouds dominates on
those clouds found poleward of ±22.50 latitude and tropical the whole by the order of 20 W nr2 (refer to Table 1). We

clouds refer to those clouds that are found in the equatorial also learn that the albedo effect of clouds shows distinct dif-

belt defined by these latitudes. Thew frequency dis- ferences depending on whether these clouds are found in the
tributions indicate the increased brightness of midlatitude tropics or midlatitudes and furthermore that the greenhouse
clouds in comparison to tropical clouds for the same solar effect of clouds systematically increases with both SST and

geometry. This difference is further exaggerated when the LWP. By comparison, the effect of polar clouds on the ERB
albedo corresponding to the solar zenith angle range 15-30P has received much less attention owing to the difficulties as-

is correlated with LWP as shown in Figure 4b. We observe sociated with the discrimination of cloud from bright cold
that the albedo-LWP relationship of tropical clouds appears polar surfaces.
to be systematically different from that of midlatitude At present it is thought that the influence of polar clouds

clouds. For the same range of solar zenith angles and for the on the net radiation budget is such that C,, > 0. However,

same liquid water path, midlatitude clouds are apparently this anticipated small effect on the ERB does not mean that
substantially brighter than tropical clouds. It should how- polar clouds are unimportant to cloud feedback nor does it

ever be emphasized that the relationships on this diagram do mean that changes in polar cloudiness cannot exert a more

not represent a true albedo-o tical mass relationship be- global influence on the energetics of the climate system. Un-
cause of the insensitivity of the SMMR observations to ice fortunately we have no way of examining this possibility

crystals, which obviously also contribute to the cloud al- with our present method of observations. We are thus forced
bedo. However, it is unlikely that the differences shown ae to invoke simple theoretical arguments in an atempt to for-
due entirely to the neglect of ice mass as it would require mulate some understanding about the acti:ns of these clouds

the presence of substantially more ice in midlaitude clouds on the climate of polar regions. As an example, consider the

relative to tropical clouds to bring the two observed re- simple scenario conveyed in Figure 5. Suppose a change in

lationships into broad agreement. cloud occurs which produces a change in the surface radia-

These results indicate that the albedo effect of clouds tion budget. In considering the change in this budget,
varies with LWP in a manner that we can perhaps associate suppose only the albedo and emittance of clouds alters and
with the morphology of clouds (e.g., tropical clouds we designate these changes by ha and &e respectively. Thus we

more convective in nature than midlatitude clouds). At are able to write the change in the surface balance in the

present we have no way of defining this effect in terms of form of the following inequality

parameters predicted by climate models. Given the
significance of the effect, it is clearly important to establish heating
how climate change may act to alter the morphology of Au 7 > 0 (3)
clouds. As a specific example, do midlatitude clouds <

cooling

3 .and that

b
> 0.0 (4)

tl2.5 'TLo748& < j4 O-as),a

LJIn this expression TL and T am respectively the trans-
2 mission of longwave and shortwave radiation below the

cloud layer, a, is the surface albedo and T, is the tern-
perature of the cloud. The inequality of (4) states that a sur-

1.5 15+face warming predominates when the change in emission by
the cloud (i.e., a Tj A) exceeds the loss by t enhanced
reflection by the cloud (Q.A&/4). We learn from this simple

1 0..... ........... 250 statement that the tendency for clouds to cool/warm the sur-
0 5o A0o 150 200 20 face depends on the change of & relative to aas well as

LIQUID WATER PATH ("m2 ) the magnitude of Q. and a, The lter point is particularly
relevant to polar regions whose climate is characterized by

Figure 3. The relationship between f verm SMMR-derived small values of Q. and large values of o;. Under these con-
liquid water path (gm'2) for JJA 1979. ditions even modest increases in the longwave emission by
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clouds can offset the ensuing decrease by reflection. This 0 0 2 04 06 08 10observation is suprted by predictions of thae er mal equi-
librium of high latitude regions by climate models [e.g., f e.

Stephens and Webster, 19811. Figure 6 shows examples of
these predicdtios, expressed in term of the surface tern- Fkqure 6. The differenc in the themal eqilbrum mpraturperatur difference between oveeast and clear skies as a derived for overca ide lsky 3 by a one-dimensiol
tu omodl shown -a function of surface albedo. The symbols

funcionof urfae abed. Fr th cae o 35N, te pes-~ L,M, md H re to low, mddle, and lidgh clouds and the minbers
ence of clouds warms the high albedo surfaces relative to in z e refer to the LWP specified n the calculations [from
clear skies whereas all clouds warm regardless of a, and the Stephen ad Webster, 1981].
assumed LWP for the more polar conditions represented by

65°N. The general positive slope of these AT, - a, relationsimplies that under conditions of f txed cloud, a decrease in f r analysis of the ERB in relation to cloud liquid water
a, as predicted under the global warming scenaro by infomation, the albedo efect of clouds is shown to be dis-
present climate model may lead to a surface cooling ratherthan surface warming. Whether the precise details predicted ofcy dsrF i fre t daeding on w ieth r these clouds are
by this kind of model can be believed is not the question fond in the roics or midltitudes and fulhermore that the
Rather these results suggest that the relative role of clouds h effect of clouds systemati y increases with
on the surface energy balance of polar regions is mutually both SST and LWP. By comparison, the effects of polar
dependent on the surface albedo and vice vera. Thus i clouds on the ER have received much less attention owing
somewhat futile to discuss surface albedo-surace ter- to the difficulties associated with the discrimination of cloud
perature feedbacks without due recognition of the cloud fiuon the bight cold polar surfaces.
conditions. A discussion of the impact of clouds on the surface radia-

tion budget of polar regions is given. ht is argued that forCONCLUSIONS climates defined by low solar insolation and high siface
The paper provides a brief glimpse at selected results o- albedo, the greenhouse effect of clouds is likely to be more

Rated from analysis of ERs data in relation to how clouds dominant than the albedo effect Any increase in polar
affect the ERB. From these results we can show how the cloudiness will produce the tendency to warm the surface
albedo effect of cloud dominates on the global scale Simple radiation budget arguments are invoked to show "
producing a net effect the ERB of about 20 s cl-2. By surface radiation balance is mutually dpendt on cloudi-
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Polar Forcing of Natural Variability of the Atmospheric Climate

G. V. Alekseyev
The Arctic and Antarctic Research Institute, Leningrad, U.S.S.R.

ABSTRACT
A comparative analysis of the latitudinal distribution of the climatic variability

of different characteristics of the upper atmospheric state and heat balance constitu-
ents from data of climatic archives reveals the features of the variability forcing in
the direction of the North Pole. The polar forcing of the variability of thermo-
dynamic atmospheric parameters (temperature, pressure, geppotential) is shown to
be formed by the fluctuations of meridional air exchange. Jtercorrelated analytical
expressions are obtained for root-mean-square deviations of average zonal values of
the parameters, indicating the effect of polar forcing in the observed variability. The
effect of polar forcing of air temperature variability is simulated and its dependence
on albedo changes and the "Greenhouse" effect is considered by means of the
energy-balance zonal atmospheric model.
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Interannual Changes in Northern Hemispheric
Tropospheric Temperatures, 1960-1989
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ABSTRACT
Tropospheric temperatures were calculated from geopotential thicknesses based

on analyzed data for two layers, 850-700 and 700-500 hPa, for the past three dec-
ades. Comparison of the interannual changes in thickness temperatures with radio-
sonde thickness temperature and surface temperatures show substantial agreement,
especially at the time of major changes such as cooling periods after the eruption of
the Agung and El Chich6n volcanoes. The temperature increase between two 13-
year periods, 1964-1976 and 1977-1989, was greatest in the winter season at both
levels. The increase in temperature of the 850-700 hPa layer exceeded that of 700-
500 bPa layer for comparable times of the year and grids. The polar region showed
the largest temperature change. A plot of the 850-700 hPa layer, winter temperature
changes for the octagonal grid, shows the largest positive change over Alaska,
northern Canada, and western China. The dominant cooling occurred over the north
Pacific and western Europe. The warm-cold couplet in the north Pacific suggests a
change in the strength of the Aleutian low.

TROPOSPHERIC TEMPERATURES FROM because the gridded data provide, in effect, a spatially
GEOPOTENTIAL THICKNESS smoothed version of the radioson dat; thus the two data

For the past decade, model predictions of climate change s are not independenL
resulting from the increase in concentration of "geenhouse" The National Center for Atmospheric Research (NCAR)
gases have consistently suggested significant warming of maintains an archive of the National Meteorological Center
the surface and the lower troposphere at high latitudes. (NMC) final analyses of geopotential heights in griddedth h H n aform [Jenne, 1975]. Selected meteorological variables, for
Although Hansen and em eff [1987] found greater warm- which long records existed, were transcribed to compact
ing in the northern hemispheric polar region than at middle disk ad-only memory (CD-ROM) by Mass et &1. [1987];
latitudes, radiosonde observations of emperatres in the this is called the NMC Grid Point Data Set. For this study,
midtropoeiheric layer [Angel, 1988 have not shown a monthly mean geopotential heights were obtained from the
nificant end inxes three decades. CD-ROM [National Meteorological Center Grid Point Data

This study explores the interannual variability of ter- Set Version H, 1990] in gridded form (NMC octagonal grid)
peratumr calculated for two layers in the lower analyses at 850 hPa (1961-1988), 700 hPa (1958-1988), and 500 hPa
from gridded archives of 8s0. 700, and 500 hPa Canal- (1958-1988). To extend the time series to the present, I cal-
Such considerations as missing data and changes in te n culated monthly mean geopotential heights for 1989 for the
ysis techniques [Trenberth and Olson, 1988], along with sig- octagonal grid from the currently available, daily. 65 x 65
nificant differences that have been found in the analyses of grids obtained from NCAR. The octagon l grid (Figure 1), a

different centers [Parker, 1980], are important to the inter- Catean grid overlaid on the polar teegraphic projection

pretation of te resulting time series. Thus, surface and radi- centered at the North Pole, is a subgrid of the 65 x 65 grid
osonde temperatures are compared with geopotential with the same spacing between grid points.
thickness temperatures from the gridded archives to assess Thickness temperaturs were calculated for the 850-700
any systematic changes. Yet this comparison is limited, and 700-500 hPa layers, assuming hydrostatic equilibrium
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and neglecting moisture effects. In the absence of the 1000 ..t
hPa surface it was not possible to calculate geopotential YEAR
temperature below 850 ha. The basic data set therefor fture 2. Annual avmer polar region tpeniV e differences
consists of monthly mean temperatures for the 1977 grid horn the 1%3-1989 meue.
points in the octagonal grid, for 1963-1989 in the 850-700
hPa layer and for 1958-1989 in the 700-500 hPa layer. To
evaluate the influence of the polar and temperate climatic
regions in terms of grid-averaged mean temperatures, two COMPARISON OF LAYER, RADIOSONDE, AND
subgrids of the octagonal grid, the polar (60*-90N) and SURFACE TEMPERATURES
temperate (30-600N) grids were formulated (Figure 1). How do layer-averaged geopotential thickness tem-

The monthly mean geopotential heights at 850 Wa for peratures for the polar region compare with surface tern-
1961-62 are limited to January, April, July, and October, peratures and geopotential temperatures from radiosonde
the central month in each season. Therefore, to have a 30- observations? Figure 2 depicts the average annual ter-
year record for both layers and to maintain consistency with perature differences from the 1963-1989 mean for the 850-
other investigators, seasonal average temperatue were esti- 700 and 700-500 ha layers. Temperatures for the 850-300
mated for 1961-62 from the midseason months and com- hPa layer were calculated from radiosonde data by Angell
bined with the seasonal averages calculated in the [1988, 19911. Figure I shows the location of the radiosonde
conventional fashion for the remainder of the period, stations. For both the 850-300 and 700-500 Pa layers,
Annual average temperatures presented in subsequent fig- annual mean temperatures were calculated from the four
ures are the average of the four seasons, December- seasonal means after a binomial smoothing (1-2-1) was
February (DJF), March-May (MAM), June-August (JJA), applied, twice. The 700-500 hPa temperatures and the 850-
and September-November (SON). In each case the seasonal 300 hPa temperatures are not altogether independent, in that
differences are calculated from the seasonal mean for the the geopotential heights used in the analysis are based on
period 1963-1989. the radiosonde observations as well. And although the thick-

The main source of error in geopotential heights in grid- ness of the 700-500 hPa layer is only about 34% that of the
ded form is the changes that can occur because of changes 850-300 hPa layer, it is positioned near the middle of the
in the analysis methods. Parker [1980] found equivalent thicker layer.
temperature differences of 0-0.5°C between the United Both 850-300 and 700-500 hPa time series begin with
Kingdom and German Federal Republic analyses, in the the largest positive differences in the past 30 years (Figure
1000-500 hPa layer, for 1964-1978. Although Parker con- 2). By 1963-64 the lowest temperatures in the period occur.
cludes that the differences between the various analyses Relatively cool periods occur in the middle of each decade
make it impossible to determine hemispherically averaged for the remainder of the period, and slightly above-normal
trends, a general similarity in year-to-year changes is found temperature differences occur in 1977-1981. Angell [19881,
with the geopotential temperatures from radiosonde obser- Mass and Portman [19891 attribute the temperature
vations from Angell and Korshover [19771. decreases of 1%2-63 and 1981-82 to stratospheric aerosol
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loading from the eruptions of Agung and El Chichdn vol- Vertical lines denote two 13-year periods used in Table 1.
canoes. The cold anomaly in 1964-1966 and the warm
anomaly in 1980--81 are considraly larger for the 700--500
hPa layer than for the 850-300 hPa layer. The correlationF 4shwte85-0 ftem rauedfrnccoefficient for the two time series is r = 0.68 (0.5-0.8I95%

limits). For the 850-700 hiPa layer in th oa rgo h for the three grids for 1961-1989. In this case there are

'ar pei d 0. eal496 .e ry 9 0 a dlt 1 8 ,a

character of the time series is different, in that the tem- wamp dsierl190ery18,anlte90,s
peratures in 1968--1972 are much colder and for the period wa th s di te upper level. In the mid-decade periods
1979-1989 are above average. The crrnelation cofficient th are below normal, as is the upper leveL
for the two time seres is r = 0.46 (0.1--0.7, 95% limits). Whe compared with the 700-500 lift layer, the main dif-

The suurface temperature differences for 64°-90°N [Hn ference is that during 1968-1972, temperatures are sig-
sen and Leedff, 1987, 1988] are shown in Figure 2. In thi nifcatly below normal, whereas at 700-500 l a
instance the annual average was calculated from th fou temperatures are normal. The 1971-fl period is cooler than
seasonal means without the 1-2-1 fatefrng Abv-nra the post-Aging 1963-64 period at this level. Rather than a
temperatures occur in the early 1960s and again in 1979- gradual increase in temperature, as is the case at 700-500
1981. Because surface temprtr data were not available hPa, at this level the 29-year period separates naturally into
after 1987, no comparison can be made with data from the two regimes, a cool period (1963-1972) and a warm period
other sets that show a warm period in 1987-88. Surface (1979-1989) with a transition period lasting 6 years.
temperature differences agree with the other sets for the ITREAA EPRTR HNE
below-normal periods in 1965-66, but not for the cool peri- ITREAA EPRTR HNE
ods of 1968-1972 at 850-700 hiPa. The correlation cof- Table 1 shows the tempeatr differences between two
ficient for the surface anomalies with those at 850--700 hPa 13-.year periods, 1964-1976 and 1977-1989 (see also Figure
(r ff 0.58, 0.2-0.8, 95% limits) is slightly greater than the 4) for the three grids and for all four seasons. The winter dif-
correlation with the radiosonde data. fernc (DJF) is the largest for each grid. Generally, the dif-

ferences observed for spring (MAM), summer (JJA), and
REGIONAL VARIATIONS IN INTEDANNUAL autun (SON) are approximately one-half that of winter,

TEMPERA TURE DIFFERENCE and are probably not significantly different fromn one
Figure 3 presents time series of temperature differ- another. At both levels and for all seasons ther is a

ences for the 700-500 f layer from the three grids in Fig- decrease in the difference in temperate latitudes compared
ure 1 for the period 1958-1989. Interannual variability in all to the polar region. Differences in the 700-500 hPa layer
grids in Figure 3 shows the basic ptern of warm periods in temperatures are 0.two or less for all grids. Wamning occurs
the early 1960s, 1969-70,1980-81, and 1987-88, separated at all times except for MAM, JJA, and SON, for the octag-
by below-normal temperatures in the middle of each decade. onal grid.
The amplitude of the differences clearly decreases for the The temperatue diff es for the 850-700 is layer
temperate region and as the subtropical latitudes are are abot a factor of 2 greater than those for the 700--500
included ino the taol rid. in the case of the warm wfh e layer, for comparable regions and eaons. The maxi-
period in 1966-1970 and the cool period in mid-1970 for mum temperatur difference is 1.2 in the polar winter.
die octagonal grid, the pattern is sgnific anty different for With the exception of the octagonal grid differences for the
t thpolar r eginr one three grids are similar to annual average, MAM, JJA, and SON temperatures and the
each other. polar region SON temperaturtm e at 700-500 hPa,ll tem-
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Annual DJF MAM JJA SON
N0  0

700-500 lIPA
Polar region 0.32 0.54 0.31 0.26 0.27
Temperate region 0.08 0.10 0.05 0.07 0.12
Octagonal grid 0.01 0.18 -0.06 -0.08 -0.020

8504700 hPa
Polar region 0.65 1.10 0.56 0.43 0.53 "
Temperate region 0.23 0.32 0.28 0.13 0.20 C.

Octagonal grid 0.33 0.42 0.24 0.24 0.27

Table 1. Temperature differences (C) between two 13-year
periods, (1977-1989)-(1964-1976). J

peratures are significantly different from zero at the 95%
level using a student-t test.

Figure 5 shows the geographical distribution of the differ- 850-700 hPo DJF T(77-89)-T(64-7)
ence in the mean temperature for two successive 13-year
periods, 1964-1976 and 1977-1989, for the 850-700 hPalayer in winter. Above-normal temperatures for the latter Figure 5. Mean temperature differences between two 13-year peri-

e ds. (1977-1989)-(1964-1976). for the 850-700 hPa layer forperiod extend from over northern Canada and Alaska, across DJF. Conoum arm drawn every IC.
the Pacific side of the Arctic Basin, across central Asia to
western China. Regions of temperature difference in excess
of 3 are observed over northern Canada and Alaska, and both levels. This is in contrast to the Angell [19911 radio-
over western China. The Asian warm region lies along the sonde results for similar periods (1970-1978 and 1980-
northern edge of the Himalaya Mountains, where both the 1988), when no significant warming was found in high lat-
850 and 700 hPa levels are below the surface; thus one may itudes (Figure 2). In a sense the layer-averaged gridded geo-
question the validity of the analysis in this region. A second potential temperatures are a spatial rendering of all the
region of warming is over Iran. Regions of cooling are radiosonde data. As such they provide better coverage than
located in the north central Pacific and the north Atlantic the eight soundings used by Angell to reprsent the Arctic.
and western Europe. The central and southeastern United In this case it is likely that the radiosonde stations did not
States shows a slight decrease in temperature during this adequately cover the region of maximum warming.
period as well. The couplet of cooling over the north Pacific The coupled warming over Alaska and northern Canada,
and warming over northern Canada and Alaska would sug- and cooling over the north central Pacific and over the north
gest a change in the strength or position of the Aleutian Low Atlantic and western Europe indicates changes in the
during this period, see Trenberth [19901. strength and position of the subpolar lows. This pattern is

CONCLUSION consistent with changes found by Fletcher [1991] in the
study of surface temperatures and by Trenberth [19901 inTime series of the interannual variations in layer tein- the study of changes in the central pressure of the Aleutian

perature for both levels show major warm anomalies before ow. Although these results are consistent with the model

1962, 1980-81, and 1988-1989 in both the polar and tem- L ow. fo te change iste ith th mdel

perate regions. For these same grids the cool anomalies a predictions for climate change in the Arctic as a result of

confined to 1963-1966 in the polar region, and 1974-1977 C0 2 doubling, that is, increasing temperature changes with

in the temperate region at 700-500 hPa. At 850-700 hPa the increasing latitude and decreasing altitude [Stouffer et al.,

cool anomaly from 1963-1972 is more pronounced at high 19891, the maximum changes occur in isolated regions at a
latitudes than in middle latitudes. When all of the 1977 grid latitude strongly influenced by sub-polar circulations.
points in the octagonal grid are considered, the amplitude of ACKNOWLEDGMENT
the interamual variations is significantly less than for the
polar region and comparable to the temperate region, for This work was stimulated by the release of the NMC
some periods. There is also less evidence of cooling in 1963 Grid Point Data Set on CD-ROM. We thank the staff of the
(Agung) or 1982 (El Chich6n) for the temperate latitudes Compact Disc Group, Department of Atmospheric Science,
than for the more northern subgrid. University of Washington, for this very useful archive of

When I consider the temperature change as a function of meteorological data. Monthly average geopotential heights
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1977-1989, the polar region shows the largest changes at ses by Mike Ellis of CMDL, NOAA.
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ABSTRACT
Evidence of large temporal and spatial variability in the eddy fluxes of sensible

Tt" heat in the lower troposphere (100-50 kPa thickness layer) in January, from 1946 to
0 -1988, is presented.

0) ~The spatial distribution of the standing eddy heat flux is dominated by three
main features, or "centers of action": (1) a region north of Korea (extreme eastern

__- Siberia), (2) northeastern Atlantic Ocean, and (3) the Gulf of Alaska. Even though
- the center just north of Korea is the most active heat transport area, most of theI[ - interannual variability of the January standing eddy heat flux is associated with the

_heat transport centers over the northeastern Atlantic and the Gulf of Alaska, cor-
related with the positions of the Icelandic Low and the Aleutian Low, respectively.
This year-to-year variability in these two geographical locations is due to inter-
annual variability in the planetary waves [van Loon and Williams, 1980], and a
significant role of the air-sea interaction in this respect cannot be ruled out.

INTRODUCTION [1977], using a record covering a nine-winter period from
The flux of sensible heat constitutes an important com- 1965-66 to 1968-69, and 1970-71 to 1974-75, noted that the

ponent of the total flux of energy across a latitude circle, spatial distribution of the standing eddy heat flux during the
with the standing and transient eddy heat fluxes playing a winter season at the 850 mb level is dominated by three
much more important role at midlatitudes than the mean main features: (1) the transport of cold air southward over a
meridional circulation [Oort and Rasmusson, 1970]. Pre- region north of Korea; (2) the transport of warm air north-
vious investigations [e.g., van Loon, 1979; van Loon and ward over the northeastern Atlantic Ocean; and (3) the tans-
Williams, 1980; Oort, 1983] have shown that the magnitude port of warm air northward over the Gulf of Alaska. The
of the zonally averaged standing eddy component peaks transient eddy heat transports show a much broader dis-
around 500N. The latitudinal distribution of the standing tribution, correlating well with patterns of kinetic energy
eddy follows a Gaussian distribution, while the distribution and major storm tracks.
of the transient eddy is relatively flat and broad with no The main purpose of this study is to present evidence of
identifiable strong peak. large temporal and spatial variability in the eddy fluxes of

The climatology of the geographical distribution of the sensible heat in the lower troposphere (100-50 Kpa thick-
eddy heat fluxes has been investigated before by, for ex- ness layer) in January, from 1946 to 1988. Since sensible
ample, Blackmon et al. [1977] and Haines and Winston heat is concentrated in the lower tropospheric levels [Oort
[1963], and references listed therein. Blackmon et al. and Rasmusson, 1970], eddy sensible heat fluxes calculated
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in this study are representative of the whole atmospheric to 1988 was obtained from the Canadian Meteorological
column integrated fluxes across a latitudinal circle. Centre (CMC). For a more complete description of the data,
Furthermore, since the variability of the eddy heat fluxes is see Knox et aL [19881 and Shabbar et al. [1990].
accounted mostly by the interannual variability of the stand- Using the above data, the standing VY* and the transient
ing eddy heat fluxes, only the sensible heat transport by the VT eddy heat flux terms were obtained, where V is the
standing eddy is discussed in this paper. mean meridional wind in the 100-50 kPa layer calculated as

a linear average of the meridional 100 kPa and the 50 kPa
DATA AND PROCEDURE wind fields. The 100 kPa wind values were obtained from

The primary data for this investigation consisted of daily subtracting the 100-50 kPa thermal wind from the 50 kPa
(1200 GMT) 50 kPa and 100k kPa height analyses of the geostrophic wind. The mean temperature T was calculated
Northern Hemisphere (20N to 75*N) on a 432-gridpoint from the thickness field. The overbar denotes monthly
network of 5 latitude by 100 longitude for the period from average.
1946 to 1988. For latitudes 70N and 750N, gridpoint values DISCUSSION
were given every 200 longitude; these values were then lin- The 43-year averaged (1946-1988) geographical dis-
early interpolated, using neighboring values to the east and tribution of the January standing eddy heat transports is
to the west, to obtain values every 100 longitude. The data shown in Figwe Ia. The pattern and the values are in very
from 1946 to 1981 were obtained from the National Center good agreement with the standing eddy heat transports cal-
for Atmospheric Research (NCAR) on an octagonal 1977- culated from the National Meteorological Center (NMC)
point grid and were converted to the Canadian Meteor- 850 nb data for the period 1980-1988 (Figure lb), as well
ological Centre 455 grid (150N to 90*N), of which the data as with values obtained by Blackmon et al. [1977], who
set used in this study is a subset. The balance of the dataset used a record covering a nine-winter period from 1965-66 to

V-T- 8S0 CINT- 5.1000 SC .- 1.00000

b
JRNUARY VmT[ NMC 850 tB

a
HE~AT FLU~X
SiAlIONARY
JANUARY

," . ' !~ - 0
00

* '-o

CORIfOt I( IRvaI.. 100 - ,'

Figure 1. (a) A 43-year average (1946-1988) of the geographical distribution of the January standing eddy heat flux. (b) The January stand-
ing eddy heat tranport calculated from the NMC 850 mb data for the period 1980--1988. Note the five cas of heat transport mentioned in
the text. Given the entirely different sources and length of the two data sets, agreement in magnitude and pattern between the two maps is
quite remarkable. Units are in rn/s deg. C.
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Figure 3. Winter mean sea level presme pattern of the Icelandic Low for (a) a climaological period 1946 to 1979, (b) the winter of 1968,
(c) the winter of 1972. and (d) the winter of 1973.

1968-69, and 1970-71 to 1974-75. We see that the spatial this region could be induced by the interaction of the
distribution of the standing eddy heat flux is dominated by atmosphere with the oceans [Mysak et aL, 19901.
three "centers of action": (1) the msport of cold air south- Figure 2a shows the time series (1946-1985) of spatially
ward over a region north of Korea, (2) the transport of warm averaged transient eddy heat flux, standing eddy heat flux,
air northward over the northeastern Atlantic Ocean, and (3) and total eddy (transient and standing) heat flux across 55°N
the transport of warm air northward over the Gulf of Alaska. latitude over a 300 longitude width from 30*W to 00 mend-
This agrees well with Blackmon et al. [19771 and Haines ian (Sector 12). An important feature to note is the large in-
and Winston [19631. A fourth feature, not mentioned by terannual variability in the transport of sensible heat in Sec-
Blackmon et al. [1977], is the transport of cold air south- tor 12, with several major peaks occurring over the 40-year
ward over central Canada. Another interesting feature is the period 1946, 1950, 1964, and 1970-1974. The most note-
negative transport of heat over the western Mediterranean worthy among these large deviation peaks is the positive
(warm air southward). The sign of the eddy heat transport is anomaly during the first half of the 1970s, which is co-
dependent upon the correlational relationship between the incident with the great salinity anomaly signal at that time
meridional wind and the temperature fields. This re- [Dickson et al., 1988]. From 1975 to 1985, the magnitude
lationship in turn is a function of the long stationary plan- and the interanual variability of the standing eddy heat
etary wave pattern around the midlatitudes. Even though the transport in the northeastern Atlantic are both smaller than
center just north of Korea is the most important in terms of for the period prior to 1975.
local heat transport by the standing eddy component, we The standing eddy heat tasport in the atmosphere is
have found that much of the interannual variability is achieved by stationary eddies. This leads to the idea that the
associated with the heat transport centers over the north- standing eddy heat transport in the norheastern Atlantic is
eastern Atlantic and the Gulf of Alaska. In this study. we due o the Icelandic Low, and the variability in the eddy
have focused on the year-to-year variability of the January heat flux is then due to the variability in the intensity of the
standing eddy heat flux over the northeastern Atlantic Icelandic Low. This idea is borne out by a strng positive
Ocean. The interannual variability in the heat transport over correlation (significant at the 99% level) between the in-
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tensity of the standing eddy heat flux in Figure 2a and the over the region. Instead of having a northwesterly flow (Fig-
intensity of the winter minimum pressure of the Icelandic ure 3a), a meridional flow is set up to the west of the block.
Low (Figure 2b). This is consistent with the results of van In 1963, a weakeneL Icelandic Low center was displaced
Loon [19791 and Carleton [19881. westward to southern Baffm Island. A weak southerly me-

It has been found by previous investigators [see Carleton, ridional flow was formed between the Low and the blocking
1988 and references therein] that the interannual variability high just southeast of Iceland. Meridional flow to the east of
in the intensity of the standing eddy sensible heat flux is Iceland was considerably weakened, c a considerable
associated with the interannual variability in the North reduction in the northward transport of warm air over that
Atlantic Oscillation (NAO). The NAO is basically a north- region.
south dipole structure with one center near Greenland and A similar relationship probably exists between the center
the other over the Atlantic just west of the Azores. In the of the standing eddy heat transport over the Gulf of Alaska
positive phase of the NAO structure, the Icelandic Low is and the Aleutian Low. This is presently under investigation.
very weak, and, in extreme cases, displaced westward by a
blocking high [Moses et al., 1987; Carleton, 19881. The CONCLUSION
pressure anomaly field shows positive values north of the The flux of sensible heat constitutes an important con-
mid to polar latitudes in the North Atlantic, while showing ponent of the total flux of energy across a latitudinal circle.
negative values over the region of the subtropical high. The In this study we have presented evidence of large temporal
standing eddy component of the sensible heat flux is cor- and spatial variability in the standing eddy fluxes of sensible
respondingly reduced. heat in the lower troposphere (100-50 kPa layer) in Jan-

When the NAO is in the negative phase, however, the hat in telw to ( 0 le nstadig edyhea fux s nceasdin ssciaio wth in- uiary, from 1946 to 1988.
standing eddy heat flux is increased, in association wThe climatological pattern of the geographical distri-
tensified Icelandic Low. The pressure anomaly field shows bution of the standing eddy heat flux is dominated by sever-
negative values over the Greenland area, and positive values al "centers of action," the most significant of which is the
over the region of the subtropical high in the central Atlantic center located just north of Korea. However, the interannual
west of the Azores.

The relationship between the interannual variabilities of variability of the January standing eddy heat transport istheIceandc Lw ad te sandng ddyhea trnsport in associated with the heat transport centers located over the
the Icelandic Low and the standing eddy heat an i northeastern Atlantic Ocean and the Gulf of Alaska. The
the northeastern sector of the North Atlantic Ocean is magnitude of the interannual variability is comparable to the
illustrated more clearly in Figure 3. The latter, taken from respective mean values. The northeasterni Atlantic center is
Allingham et al. [19871, shows the winter climatology connected with the activities of the Icelandic Low. A similar
(1946-1979) distribution of the mean sea level pressure of ronshi th o twen the ulf of Ala r
the Icelandic Low, as well as for the individual winters of relationship proably holds between the Gulf of Alaska cen-
1968, 1972, and 1973. When the pressure of the Icelandic ter and the Aleutian Low.
Low is abnormally low, as in the winters of 1972 and 1973 The eddy heat transport across 55)N, averaged over the
(Figure 3c, d), the pressure gradient is increased around the 30W-0 longitude setor (Sector 12) in the North Atlantic,
Low, causing an enhanced westerly flow south of Iceland shows a steady increase in the norhward transport of heat
and Greenland [Carleton, 1988]. However, over our study during the early 1950s to the mid 1970s, then a decrease up
area between Iceland and the British Isles, the atmospheric to 1985. There are several years with maximum heat tns-
flow also displays a very significant meridional component, port, the most prominent of which is the sustained peak dur-

advecting warm air northward. ing the first half of the 1970s. This peak corresponds to sev-
When the pressure of the Icelandic Low is above normal, eral years of intense Icelandic Low. This is also coincident

as in the winter of 1968 (Figure 3b), the pressure gradient is with the great salinity anomaly signal at that time.
significantly weaker, causing decrease in the atmospheric
flow. In the specific case of 1968, the Icelandic Low ACKNOWLEDGMENTS
occupies its climatological position, but its central pressure We thank Dr. Steve Lambert of the Canadian Climate
is high and the associated pressure gradient is relatively Centre for providing Figure lb. We are also grateful to Pro-
weak. A weak meridional flow is set up in the mid-North fessor Lawrence Mysak of McGill University for stim-
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ABSTRACT
Arctic climate in winter depends on occurrence of large-scale atmospheric block-

ing and amplification of planetary waves. Understanding the development of
lin blocking formations is an important research subject in polar regions as well as incD middle latitudes for time scales of a month to a season.

In this study, we carried out nonlinear numerical simulations of amplification of
low-frequency planetary waves and the concurrent development of blocking. The
simulations were conducted using a barotropic spectral model derived from three-

__ dimensional spectral primitive equations with a basis of vertical structure functions
and Hough harmonics. The model is truncated to include only barotropic Rossby

___ components of the atmosphere with simple physics including biharmonic diffusion,
- topographic forcing, baroclinic instability, and zonal surface stress. We find that

-these four physical processes are sufficient to produce a realistic and persistent di-
pole blocking with a sharp transition from zonal to meridional flows on a sphere.

The simulations confirmed an amplification of the meridional dipole mode due
to the up-scale energy cascade from synoptic disturbances under an environment of
persistent wavenumber 2. The energy supply from synoptic disturbances contrib-
utes to the sharp transition from zonal to meridional flows.

INTRODUCTION unsolved central problems in medium-range forecasting. We
The Arctic is one of the more sensitive regions of the have neither physical understanding of nor prediction skills

globe in terms of anticipated climate change as well as for blocking systems. Since the arctic climate depends
natural climate variability. Abnormal global-scale anomalies strongly on the occurrence of large-scale blockings [e.g., Ta-
tend to propagate toward high latitudes by the nature of the naka and Milkovich, 19901, understanding of the atmospher-
meridional dispersion of quasi-stationary planetary w ic natural variability associated with the blocking may be
[Hoskins and Karoly, 1981]. Concentration of the wave one of the the first steps for global change research.[Hosgyin higan d es saee, 1 Cncetrationo the wargevariavy There is as yet no universally accepted theory to explain
energy in high latitudes seems to cause dhe large variabiity the blocking, despite a number of proposed theories. Every
observed in the 1 a0 atmosphere. theory describes a unique energy flow to excite the blocking

A separation of a natura climate variability from a system. However, there are various blocking cases in which
human-induced climate change due to antlhropognic green- baroclinic or barotropic instability plays an important role.
house gases is an urgent problem in global change research. and cames in which the up-scale energy cascade from syn-
However, our present understanding of natural low- optic disturmnces dominates energy supplies. The implica-
frequency variability with time sales of a month to a season tion is that the energy source for blocking systems varies
is still insufficient. Atmospheric blocking. which has typical from case to case, but reveals the same characteristic struc-
time scales of a week to a month, has long been one of the tres and behaviors.
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In light of this result, Tanaka and Kung [1989] discussed is responsible for large-scale. dipole-blocking formations.
a possibility that blockings can be understood as atmospher- The model suggested that the amplification was supported
ic eigenmodes excited by enrgy sources which vary from by the up-scale energy cascade from synoptic disturbances.
case to case. The common persistent features are intuitively Yet, it is necessary to confirmn the hypothesis using a
understood as the system is a low-frequency eigenmode. fully nonlinear time-dependent model, because our previous
The characteristic structure may be understood as the results are based on a linear model under a restriction of
eigenvector has a dipole configuration. The eigenmode may small amplitudes.
be excited by various energy or vorticity supplies because it The purpose of this study is to simulate the blocking for-
is a free mode. The positive and negative anomalies should mations as realistically as possible, using a fully nonlinear
have similar structures [see Dole, 19861. The possible mech- primitive equation model which is as simple as possible.
anisms are focused on barotropic and baroclinic instabilities The hypothesis that blocking results from up-scale energy
[Frederiksen, 1982], since the system should be explained cascade from synoptic disturbances under a persistent wave-
by homogeneous equations without a specific forcing term. number 2 is examined.

We conducted a study of low-frequency, unstable plan- We constructed a three-dimensional spectral primitive
etary waves in the zonally varying basic state, along the line equation model with a basis of three-dimensional normal
of studies by Frederiksen [1982] and Frederiksen and Bell mode functions for the motionless atmosphere [see Tanaka
[19871, using spectral primitive equations on a sphere. We and Kung, 1989]. The model was then truncated to include
found two different types of slow-moving Chamey modes in only the barotropic component of the atmosphere. The con-
planetary waves, showing different meridional structures. tributions from the baroclinic components were parameter-
One of the Chamey modes, MI, becomes stationary, ized as baroclinic-barotropic interactions. The model phys-
indicating nearly barotropic structure at a preferred geo- ics include biharmonic diffusion, topographic forcing,
graphical location. It resembles so-called Ql blockings in the baroclinic instability, and zonal surface stus. The up-scale
atmosphere. The other Charney mode, M2, shows a merid- energy cascade from synoptic disturbances to planetary
ional dipole structure in the zonally varying basic state. The waves is achieved by nonlinear wave-wave interactions. It
structures and behaviors of the dipole Charney mode will be shown that these combinations of physical processes

markedly resemble dipole blockings in the atmosphere (see are sufficient to produce a realistic and persistent dipole
Figure 1). We proposed that dipole Chaney modes of wave- blocking with a sharp transition from zonal to meridional
number 1, which is modulated by the steady wavenumber 2, flow.

fm Observation

Dipole Charney mode
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Figure L Meridionl-height section of the dipole Charney mode M2 of n-l in the baoclini atmosphere [see Tanaka and Kong, 1989J, com-
pared with the observed dipole smicture of e-l during the Pacific blocking in January. 1979 [ee Tanaka et al., 1989]. Amplitudes of the geo-

potential heigt we multiplied by o1A to remove a desity stratification effect.
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A DESCRIPTION OF THE SPECTRAL PRIMITIVE Diffusion
EQUATION MODEL In this study, we approximate biharmonic type diffusion

A system of primitive equations in a spherical coordinate based on the 3-D scale index oi combined with the Rossby
system with longitude 1, latitude 0, normalized pressure o = wave dispersion (for wavenumber n * 0) as:
p/ps, and normalized time r = 2.t may be reduced to three
prognostic equations of horizontal motions and thermo- (DF)i = -(-jw i  (3)
dynamics. The three dependent variables are horizontal al
wind speeds, V = (u,v), and perturbation geopotential 0 from
the reference state of the global mean. Using a three- where K is a diffusion coefficient and K(2a 4) = 2.0 x 1016

dimensional spectral representation, these equations may be M4 S-1.
written as:

d + a = M Topographic Forcing
d +iiw i ffI Y, rijw k + fi, i = 1..., M, (1) A kinematical uplift of an air column by the surface

J-1 k-1 topography H has been parameterized by a faced upward

where wi andfi are the Fourier expansion coefficients of de- motion w which is induced by the barotropic flow V. We

pendent variables and diabatic processes, oi are Laplace's

tidal frequencies, rok are interaction coefficients, and M is
the total number of the series expansion for the 3-D H(,M = -Asin 2(iqt2 )cos(2X) (4)
atmospheric variables. Any choice of expansion basis func-
tions will result in the representation of (1) after a proper di-
agonalization of the linear terms. The resulting expansion where A = 400 m and IL = sinO. The spectral representation
basis functions will consist of vertical normal modes and of wo gives (F)i.
Hough harmonics. Refer to Tanaka and Sun [19901 for de-
tails. The vertical normal modes comprise barotropic and Baroclinic Instability
baroclinic components.

We confirmed that observed features of blockings can be When the norm of w'1P) for eddies is small compared

represented sufficiently by their barotropic components. with that of the zonal component, we can predict the direc-
Based on this observed fact, we collected only the bartrp- tion to which wft) grows; this direction is the unstable sub-

ic components of the expansion coefficients. The rest of the space j due to the atmospheric baroclinic instability. When
interaction terms and diabatic terms are combined in a sin- w,<() grows along the unstable subspace, both the baroclinic
gle term designated as s, which describes the formal and barotropic components of iwj<) will grow exponentially,
source-sink term of the barotropic model: maintaining consistent structure. It is in this process that the

zonal baroclinic energy is transformed to the eddy barotrop-

dw N N ic energy. It is suggested by Tanaka and Sun [1990] that this
d + iiwi f= -4 , r7, kwjwk + si, i = 12,.... N, process operates even for finite amplitude planetary waves.
dr J-1 -- 1 Following this concept, we attempted to parameterize the

atmospheric baroclinic instability for our barotropic model
where (2) by

si = (DFI + (TF)i + (BI + (ZS)i (BI)if=-4k i=-iva(r)4i (5)

Here, N is the total number of the series expansion for e whrea()f=Z w() ,andvisthe complexeigenvalue

baotropic model, and (DF)i, (TF),, (BE), (ZS)i are w he a t y probmem a n d ith c m. e g whae

respectively the formal source-sink terms derived from dif- of the stability problem associated with 4i The growth rates

fusion, topographic forcing, baroclinic instability, and zonal and phase speeds used in this study am listed in Table 1.

surface stress to be described later. Given the formal
source-sink term s, the nonlinear equation (2) becomes a
closed system of the prognostic equation.

It is important to notice that the barotropic component of
the diabatic heating term becomes zero under a minor n 1 2 3 4 5 6
assumption, since the heating maay be assumed to be zero
under the ground. Every heat-related energy source in the Mode M2 M2 M2 M2 Mc Mc
atmosphere goes to the baroclinic components, and the day-1 0.06 0.11 0.15 0.18 0.25 0.35
energy is then tranfomned into the barotropic component o y-r 8.9 9.1 9.0 8.6 8.1 8.4
through the baroclinic-rotropic intraction. This is one of
the major attactions of consuticting the berotropic primitive
equation model frorn the 3-D spectral model. The Table 1. Mode namne. prowth raln (day-i) and ph speeds
complicated heating fields produced by numerous physical (day-l) of the bwoclmincally taable mode for wavenumbes
prceues am concenttmed to the single concept of the x--6. M2 is the dipole Chaney mnode w Kc the shalow

baroclinic-b otropic interaction. Chney MDode.
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Zonal Surface Stress RESULTS OF THE SIMULATION
As the baroclinic waves grow, the nonlinear zonal-wave The results of the numerical integration are shown first in

interaction begins to accelerate the zonal motion. A north- Figure 2 for time series of eddy energies in contributions
ward shift of the subtropical jet occurs due to the northward from n=l, n=2, and the sum of n=3-6. It is clear that the in-
eddy momentum transport induced by the baroclinic waves. itial growth of eddy energy is caused by topographic forcing
For the barotropic flow, the important physics that must be of n=2. The energy of n=l increases after day 40, indicating
considered to balance the northward shift of the jet are the energy peaks around day 60. During the peak period of n=l,
surface stress and mountain torque. We adopt the following a pronounced blocking occurred in the model atmosphere.
parameterization of the zonal surface stress: Figure 3a-b illustrates barotropic geopotential fields dur-

ing the model days 54-61. The barotropic geopotential field
roughly corresponds to the 500 mb height field. The coastal

(ZS)i = -a(wi- ) for n = 0 (6) line is drawn for reference in the model results. During days
54-69, a blocking high appeared near 00 E along 60N. The
wavenumber 2 amplifies with its troughs along 90E and

where i is the monthly mean for January 1979, and a2t') 900W. A dipole structure of wavenumber I with its high
- 2.32 x 10-6 r t which corresponds to the relaxation time of pressure center at 60*N and low pressure center at 40*N is
5 days. superimposed on the wavenumber 2. A sharp transition from

zonal to meridional flow is clear up-stream of the blocking
system. The duration of the blocking is more than two
weeks and the results reasonably resemble observed block-
ing characteristics. Our nonlinear barotropic model seems to
capture the essential mechanism of blocking systems. We
can conclude, at least, that the blocking can be simulated

es .using a barotropic model with four physical processes, ie.,
diffusion, topographic forcing, baroclinic instability, and
zonal surface stress.

CDflTe resultsof the energy and energy transfornations are
'A Ysummarized in Table 2 for time averages of days 30-200.

The eddy energy is largest at n=2, and second largest at n=l.
The higher wavenumbers contain less energy. There are two
major energy sources; one is the topographic energy source
at n=2, and the other is the baroclinic energy source at n=6.
The energy is then redistributed by the nonlinear inter-
actions toward n=0. As in observation, w=l receives energy

. i. . . - M m through the nonlinear interactions. There is a main energy
Day sink at n=0 from the zonal surface stress. Diffusion is even-

ly distributed over the waves. The important role of the non-
Figure 2. T'ne series of total energy of zonal wavenumber n=l linear triad interactions is evidently to transfer energy from
(dashed line), n=2 (solid line), and the sum of n=3-6 (dotted line), the source at n=2 and 6 to the sink at n=0. The transfer is
Units are 105 Jm2. characterized as the up-scale cascade from small-scale

motions to large-scale motions. We confirmed that the up-

scale energy cascade into n=1 increased rapidly during the
onset of the blocking in the model atmosphere.

n En NLn DFn TFn Bin ZSn SUMMARY
We have shown that a simple barotropic model with four

physical processes of diffusion, topographic forcing, bar-
0 1136 258 -11 -44 0 -203 oclinic instability, and zonal surface stress can simulate a

1 131 25 -28 0 11 0 realistic and persistent blocking. The basic structure of
large-scale blocking is explained by a superposition of a

2 204 -185 -54 207 32 0 meridional dipole structure of wavenumber 1 and a mono-
3 76 4 -35 3 31 0 pole structure of wavenumber 2. The problem in large-scale
4 72 -9 -39 9 39 0 blocking is then reduced to explain why these planetary
5 56 -15 -38 -2 58 0 waves are amplified. A model run without topography failed

to simulate the large-scale blocking since the planetary
6 50 -83 -48 -2 138 0 waves were not amplified. The existence of quasi-stationary

planetary waves is essential for the blocking. As found by

Table 2. Averaged energy variables for wavenibers x-6 dur- four energy budget the important bmpificaion of low-
ing days 30-200. The symbol designate total er . nonlinear frequency wavenumber is caused by the nonlinea wave-
interaction NL, diffusion DF, topographic forcing TFC baroclin- wave interactions. We confirmed that the largest portion of
ic- stalty Bln, and zonal omface sess ZS'. The units m 103J the energy supply came from synoptic disturbances. The
rn-2 for energy and 10-3 Wm- for energy tramfonmations. energy supply from the topographic forcing appears to be of
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Day 54 Day 56

Day 55 Day 57

Figure 3a. Geopotenial fields during 54-57 days when a blockdng occurred in the model anmosphere. The contour interval is 100 m.

secondary imporace. Synoptic disturbances contribute to
the amplification of wavenumber 1 and to the sharp trai-
tion from zonal to meridional flows when the quasi-
stationary planetary waves already exist. Therefore, excita-
tions of quasi-stationary planetary waves and synoptic
disturbances are both important for blocking formations
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Day 58 Day 60

Day 59 Day 61

Figure 3b. Geopotatial fields during 58-61 days when a blocking occurred in the nxodel atmosphere. The contour interval is 100 m.
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ABSTRACT
Trends of cloudiness change are estimated on the basis of Soviet satellite data

1971-1985). Besides the general tendency of global cloudiness increasing (separ-

o Ltely for the Northern and Southern hemispheres) with increasing global surface
C temperature, there are regions with the opposite tendency. Differences in the cloudi-

ness-temperature relationship in interannual evolution for different seasons are
N noted. Analysis of the trends of intramonth (from day to day) cloudiness dispersion

S in relation to the evolution of the temperature regime is also made.
Particularly in Northern hemisphere (NH) high latitudes the total cloudiness n

I ~ increases with the increase of NH surface temperature Tp (dn/dT>O) for summer
and fall seasons in interannual evolution. Negative values of dn/dTp were estnated
in polar latitudes mainly for winter and spring.

The intramonth cloudiness dispersion an2 decreases in the interannual evolution
with hemispheric warming for most of the annual cycle and for most of the NH. In
polar latitudes the opposite tendency dominates and only for winter and spring were
negative values of dan2 /dT estimatedoo"'

Among the average tenencies ofcloudiness changes the peculiarities of certain
years were noted. For example, the cloudiness on satellite data over the NH and
particularly over the North Atlantic region for the winter of 1982/83 during the El
Nifio period was less than for other winters between 1980-1985.

One of the important but as yet unsolved problems in cli- The large-scale relationship between the amount of cloud
mate theory is the effect of cloud cover on radiation and cover n and the surface temperature T in the ECS was stud-
thermal conditions in the earth's climatic system (ECS), and ied from different sets of ground-based and satellite data in
conversely the dependence of cloud cover on thermal and the annual cycle and interannual variability. Using ground-
circulation conditions. Estimation of the climatic signifi- based data from Berlyand and Strokina [1980], Mokhov
cance of clouds is complicated by the fact that their influ- [1982] found the tendency of an increase of cloudiness with
ence on solar and thermal radiation is different for different an increase of surface temperature of the Northern (NH) and
types of clouds as well as for different regions of the ECS. Southern (SH) hemispheres on the whole in the annual

At present there is uncertainty even as to the sign of the cycle. On the basis of linear regressions Mokhov [1982]
relationship between the change in cloud cover and the tem- obtained estimates of dn(NH)/dT(NH)'40.004 K-I (standard
perature change in climatic models of various levels from deviation 0.001 K-1) for the NH and of dn(SH)/dT
simple energy-balance ones to the most detailed models of (SH)=0.009 K- (standard deviation 0.003 K-I) for the S&L
the general circulation (GCM). A considerable uncertainty The largest positive values of dn/dT in the NH were esti-
in the sensitivity of the climatic GCM, including change in mated for polar latitudes (with negative values in middle
atmospheric CO2 content, is connected with cloudiness. The and subtropical latitudes).
uncertainty in the data on cloudiness also complicates the On the basis of cloudiness data (1971-1980) from
task. Paricularly, there are significant differences between Meteor-type satellites [Matveev and Titov, 1985), Mokhov
different satellite and g .und-based data. [198. obtained the practically identical estimate of dn(NH)/
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dT(NH)=0.004 K-I for the NH (standard deviation 0.001 for tropical latitudes it is positive. The regions with r<-0.6
K-1) in the annual cycle. However, for the SH the differ- were the polar latitudes, and those with r>0.6 were over the
ences between satellite and ground-based data are sig- eastern part of North America and tropical parts of the
nificant, particularly in the polar latitudes. According to Pacific and Atlantic Oceans.
Mokhov [1985] the general tendency of increased cloudi- In summer the regions with r>0 dominate (by area). The
ness with increased surface temperature is exhibited also in regions with r<O were in the Arctic (over Greenland and to
the interannual variability for the NH, SH and ECS on the the north of Alaska and the Chukchi Peninsula), over the
whole (with a larger estimate for dn/dT in comparison with eastern part of North America and over the Pacific Ocean.
estimates for the annual cycle). The regions with r>0.6 were in subtropical and tropical lat-

The tendency of cloudiness increase with warming was itudes over the Atlantic, over Africa, and subtropical and
also marked for climatic changes (in Europe and the United tropical latitudes over the Pacific Ocean near continents.
States during several tens of years), as determined from In fall on the whole as for summer the regions with r>0
ground-based data by Henderson-Sellers [1986ab]. dominate. The regions with r>0.6 were over the eastern part

The relationship of cloudiness and surface air tern- of North America from subtropical to subpolar latitudes,
perature was determined for the NH in the annual cycle and over the central Atlantic, and over a region in the north part
interannual variability on the basis of satellite (Meteor-type) of South America.
cloudiness data for the 15-year period 1971-1985 [Arsky et It should be noted that for all seasons in the interannual
al., 1990]. An estimate for dn/dT similar to that in Mokhov variability the values r(n:Tp) are mainly positive for tropical
[1985] was found in the annual cycle for the NH on the latitudes.
whole (0.0046 K-i, coefficient of correlation r=0.93). Separ- Along with the analysis of correlations of cloudiness
ately over land and ocean there were found 0.0021 K-i changes with temperature changes, tendencies of intramonth
(r=0.56) and 0.0083 K-I (r=0.97). In contrast to the general cloudiness variances were also analyzed [Arsky et al.,
tendency of increased cloudiness with warming, regions 1990]. Such tendencies were studied both for interannual
with opposite tendencies were also exhibited. variability (for 15-year data set from Meteor-type satellites)

Analysis of zonal estimates for dn/dTp in the annual cycle and for the annual cycle. Zonal and hemispheric mean ten-
showed positive correlation between total cloud amount and dencies were estimated for cn2 averaged on area (not for
temperature near the surface for latitudes of the Hadley and variance of cloudiness averaged on area).
polar cells and negative correlation for the latitudes of the For the NH on the whole a decrease of (062 )p under a
Ferreli cell and also on the equator (Figure 1). A positive decrease of Tp in the annual cycle was obtained. It should be
correlation was noted for high latitudes and the continental noted that the correlation of intramonth cloudiness variances
regions. Negative correlation was found, particularly, over with temperature is positive over oceans and negative over
extratrpical oceans and the polar regions. continents.

Analysis of zonal estimates for dn/dT in the interannual For almost all latitudes the characteristics of the on2 and
data from Matveev and Titov [1985], Xristova and Gruza Tp relationship in the annual cycle are of different sign over
[1987], and Gruza and Rankova [1980] shows the peculiar- oceans and continents. The strongest (positive) correlation
ities of polar latitudes. According to Figure 2, cloudiness and largest coefficients of the relationship on2(Tp) over
increased with warming over most of the NH during most of ocean were obtained in subtropical and middle latitudes.
year. This is most remarkably exhibited over continents for The largest absolute value coefficients of the relationship
tropical latitudes in summer, over ocean for polar latitudes and coefficients of correlation (negative) over land were
in fall and also for tropical and subtropical latitudes on the obtained for 20-30*and 50-.60latitudes and also near 50N.
whole in summer. The negative values of dn/dTp in the The local minimumn for the coefficient of the relationship of
interannual variability (dndT),v shown in Figure 2 are esti- on2 with T (do;2/dT and for the absolute value of r was
mated mainly for high latitudes in spring-winter. The maxi- noted for Be 40 latitudes. The effect of the ocean dom-
mum absolute value estimates of (dn/dT,) were marked for inates in these latitudes under zonal averaging.
polar latitudes in April-May. Over land, negative values of The differece in characteristics of the relationship an2
(dn/dTp)i, are also found for middle latitudes in winter, and (Tp) in the annual cycle over ocean and land is exhibited
in fall for tropical and subtropical latitudes. Over ocean, from the analysis of the latitude-longitude distributions.
negative estimates of (dn/dTpXiv were obtained for polar lat- Over oceans there are mainly positive values of coefficients
itudes rend of summer-beginning of fall) and for middle lat- of regression and correlation. Over land these values are
itudes (suinmer). mainly negative. This is particularly characteristic for the

Analysis of the latitude-longitude distributions showed belt from tropical to polar latitudes.
that in winter negative values of the correlation coefficient The largest regions with a relatively strong relationship
r(n:T,) for interannual variability are charactaristic over between 0,2 and Tp in the annual cycle were found over
continents (excluding Africa). Over most of the oceans r is North America, the Atlantic (particularly in the western
positive and dnIdTp>O. For polar latitudes, on the whole, the part) and for the western part of the Pacific Ocean. The larg-
coefficient of correlation is negative, but for tropical lat- est regions with a large coefficient of the qn:T regression
itudes it is positive (r>O). The regions with hi>0.6 are over were obtained over the northern pat of North America, over
North America and the subtropical Atlantic. the northem part of Africa and over the Near East (negative)

The regions with negative r over Eurasia and North and also over the western part of the Pacific Ocean
America and also over the weste part of the Pacific Ocean (positive).
are smaller in spring than in winter. In spring on the whole, For changes of the intramonth variance of cloudiness in
as in winter, the value of r is negative for polar latitudes, but the intrannual variability, the tendency of the decrease
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July 1983 January 1984 D

NH (7) SH (7) NH (1) SH (1) NH (7-1) SH (1-7)

ISCOP
I: N=I 0.58 0.60 0.54 0.64 0.04 0.04

N=20 0.58 0.60 0.53 0.62 0.05 0.02
II: N=I 0.54 0.58 0.52 0.62 0.02 0.03

N=20 0.54 0.58 0.51 0.60 0.03 0.02
Meteor 0.60 0.69 0.53 0.69 0.07 0.01
Nimbus-7 0.50 0.50 0.46 0.55 0.04 0.05

Table 1. Total cloudiness for Northern (NH) and Southern (SH) Hemispheres in July 1983 and January 1984 and the differences (D) between
July (7) and January (1) for NH and between January (1) and July (7) for SH on satellite data with different variants for ISCCP data (I - for
solar and infrared radiation. U - for infrared radiation; N - number of days per month with a minimum of 8 observations per day.
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Figure 4. Interamual (July and Jamucy) variability of total cloudiness and tempera re nw the surface for the Northern hemisphere on dif-
ferent data.
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(excluding March over land) with the increase of Tp ((dar 2/ regions with r<O dominate on the whole. In the subtropical
dTp)p<O) is characteristic for the NH on the whole. The and tropical latitudes there are regions with both positive
maximum absolute value quantities of (a,/dT.p are char- and negative values of r.
acteristic for July and September, while the minimum quan- To obtain more reliable climate change estimates, it is
tides are characteristic for March. On the whole opposite necessary to simulate the present climate more accurately,
tendencies are exhibited of the temperature sensitivity for particularly the annual cycle and interannual variability.
cloudiness and for cloudiness variance. Therefore, it is useful to carry out detailed mutual diag-

On the basis of the analyzed satellite data, the intramonth nostics of satellite and ground-based observational data and
cloudiness variance in interannual variability decreases with model results. In Figures 3 and 4 and in Table 1 are some
hemispheric warming for most of the NH during most of the results of comparison of the cloudiness data from Meteor-
year. The exception is in polar latitudes (where (dCrn2/dTpXiv type satellites (SSCO) with ISCCP [Schiffer and Rossow,
<0 only in spring and winter) and for tropical latitudes in 1983, 1985] with Nimbus-7 [Stowe et al., 1989] satellite
winter and spring. data, and with ground-based observations [Berlyand and

Generally, negative values of (dn 2/dTi were exhibited Stkina, 1980, Warren et al., 1986, 19881. In Figure 4 for
for the latitudinal belt 300-70ON for all months. In tropical the interannual variability of cloudiness (for July and Jan-
latitudes the maximum of (dcrn2/dTy)jX in the winter-spring uary) is also represented the appropriate data (Jones, 19881
months (better expressed over continents) is changed by the for temperature near the surface in the NIL Though there are
minimum for the summer-fall period. The opposite is exhib- large differences and uncertainties for different observa-
ited for polar regions, with a minimum in winter-spring and tional (satellite and ground-based) data, it should be noted
a maximum in the other half of the year. that for all these data sets the total cloudiness is larger for

In winter the regions with r<0 (and with dcs 2/dTp<0 in the warmer season (in summer) than for the colder season
the interannual variability) dominate (by area), though large (in winter) for the NH on the whole.
regions with r>O (dq,2/dTp>0) are exhibited in the northerni The comparison was made not only for observational
and eastern parts of the Atlantic, over tropical Africa, over data, but also for cloudiness simulations in different GM:
Asia, and north of Alaska in the Arctic. The largest positive GFDL Weztimald and Manabe, 19881, GISS [Hansen et al.,
values of r were marked in the subtropical Atlantic near 19831, UKMO [Wilson and Mitchell, 1987] , OSU [Schle-Africa.19],U O WisnadMthl,17]OU[Sl-

The regions with caO are more extensive in s - singer and Zhao, 19891 and UI [Oh, 1989]. Noticeable dif-cially over the north par of Asia, and also in the tropical ferences between the model and observational results were
and subtropical latitudes. Nevertheless, the regions with r<O thereby revealed. Particularly, it is charactetic for all
dominate, as in winter. The largest negative values of r are observational data that the cloudiness in the NH on the

found in the polar regions. whole in summer is greater than in winter. However, the
The regions with r<O dominate on the whole also for contrary tendency was found for GCMs. This is an impor-

summer. The most extensive regions with large values hi tant diffeence. It should be noted that in GCMs the ten-
(r<0) were marked over the Pacific Ocean (from equator to dency of a decrease of cloudiness is exhibited under an
middle latitudes) and also over the equatorial Atlantic (in increase of the C02 content in the atmosphere (cloudiness is
the eastern part of the Atlantic up to the subtropics). The less for wanner climate). For estimates of the potential
extensive regions with a positive r were over the western changes, it is necessary (although not necessarily sufficient)
Atlantic and over the eastern part of America, over the to reproduce the present climate changes. The similar results
northern part of the Pacific Ocean, over the Arctic and over for different models in contradiction with observational data
regions of Africa. indicate the necessity to verify the general parameterizations

In fall, the trend of a positive correlation of y,2 with Tp of cloudiness. (It should be stressed that there is also a large
was exhibited in polar latitudes. In the middle latitudes the uncertainty in observational data.)
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ABSTRACT
Both the increasing concentrations of greenhouse gases and potential changes in

cloud distributions are likely to affect the surface energy budget of the polar
regions. Changes in the polar atmosphere are linked to dynamical processes that
control the transport of mass, heat, and moisture from lower latitudes and in turn,

_ ,--feed back into the global circulation. An assimilation of radiation and meteor-
ological data collected at the South Pole during the 1986 austral winter is analyzed
to gain a better understanding of the relationships between cloud radiative effects,

- transport processes and the vertical distribution of temperature and wind. An
algorithm is developed to characterize the quasi-permanent surface-based tem-

- perature inversion and the "warm" radiatively active layer above it. Mean winter
temperature and wind profiles for clear and overcast conditions are combined with
surface radiation measurements to study the mechanisms that cause periodic weak-

__ ening of the inversion. Results support previous studies that ascribe this weakening
to (1) warm air advection, (2) downward vertical mixing of sensible and latent heat,
and (3) longwave cloud radiative heating. The integrity of the inversion depends on
the combined effects of all three mechanisms. Parameters representing the intensity
of the inversion and the bulk wind shear through the lower troposphere are sug-
gested as appropriate indices for the detection of climate change in the region of the
Antarctic Plateau.

INTRODUCTION should be warming. To the authors' knowledge, no
Theoretical models of the atmosphere's general circula- definitive explanation for the observed cooling trend has

tion indicate that high latitude regions are particularly been given. Clearly, factors other than greenhouse warming
susceptible to "greenhouse" warming because of increasing must influence the South Pole climate. In this paper we
concentrations of radiatively active trace gases [e.g., clarify the interaction of some of these processes that affect
Schlesinger and Mitchell, 1985). It is curious that despite that region and suggest appropriate indices for the detectionSsinganupwrd Mtchell, 1 ] t i curion th at sp of climate change there.
significant upward tedq in the concentration of many One key factor that dramatically impacts the climate of
greenhouse gases detected at the South Pole (Elkins and the Antarctic Plateau is cloudiness associat-d with the pole-
Rosson, 1989], most of the Antarctic Platau has been cool- ward transport of sensible and latent heat. Ramanathan et al.
ing at a rate exceeding 0.250C per decade [Jones, 19881. If [19891 presented satellite-based remote-sensing results from
only radiative effects due to trace gases are considered, the Earth Radiation Budget Experiment, showing that
model simulations predict that the climate in this region whereas clouds generally have a net cooling effect on the
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surface of the earth, they contribute to anomalous surface Surface and upper-air data for SPO were assimilated for
warming in high-latitude snow-covered regions. this study. The surface data consist of upward and down-

The crucial role that clouds play in forcing the earth- ward broadband fluxes of LW radiation, as well as the stan-
atmosphere radiation balance in polar regions is still poorly dard meteorological observations including sky cover. Time
understood. Clouds both absorb and emit longwave (LW) series of daily mean values of surface temperature (T,),
radiation while increasing the planetary shortwave (SW) downward LW irradiance (LWD), and sky cover (SC) are
albedo. The net cloud radiative forcing results from the presented to show the seasonal and short-term variability
competition between warming due to LW cloud emissions associated with cloudiness at the South Pole. Details of the
and cooling due to SW cloud albedo effects, and depends on surface radiation measurements were presented by Dutton et
highly variable physical, microphysical, and radiative prop- al. [19891. In addition, analyses of selected hourly mean val-
erties of the cloud field not readily measured remotely using ues of LWD, net irradiance (NET), and wind speed and
satellites. Consequently, it is very difficult to quantify cloud direction are compared with rawinsonde data to characterize
radiative effects over snow-covered surfaces using satellite better the physical state of the lower troposphere under clear

radiance data alone, and overcast conditions.
Ground-based radiation measurements, however, confirm We stratified the data according to sky cover observa-

that anomalous surface warming does occur in polar regions tions. Only "clear-sky" (SC < 1/10) and "overcast" (SC >
when clouds are observed. The effects of high-latitude 9/10) conditions are analyzed here to contrast clearly the

cloudiness on the surface radiation balance have been re- state of a cloudy atmosphere relative to clear conditions.

ported by Cogley and Henderson-Sellers [1984] for one This simple approach is designed to minimize any ambigu-

station in the Arctic. Stone et al. [1989] studied short-term ity related to sky cover observations [Schneider et al.,

variations in the surface radiation balance and temperatures 1989]. Results for the austral winter months of 1986 are pre-

associated with cloudiness at the South Pole. Both studies sented in this paper.

indicate that clouds tend to heat the surface in snow-covered RESULTS AND DISCUSSION
polar regions and that the heating effects are monotonic with
increasing cloud cover and/or cloud optical depth. Since Tune Series
radiative forcing due to clouds potentially far exceeds that We first introduce the probleim of short-term surface tem-
due to gaseous greenhouse warming [Ramanathan et al., perature variability as it relates to wintertime cloud effects.
1989], even small changes in frequency, type, or spatial dis- Figure 1 shows time series plots for April-August 1986 of
tribution of clouds could result in significant climate change daily mean values of T. (Figure la) and LWD and SC (Fig-
on a regional scale. In turn, such changes may peaturb the ure lb). The smooth curves are quadratic fits to the clear-
larger-scale circulation. For example, an increasing trend in sky data for T, and LWD.
sky cover during January, February, and March for 1976- As is discussed in more detail in subsequent sections,
1988 has recently been detected at the South Pole. This in- clear-sky conditions at the pole are generally characterized
crease is negatively correlated with a trend in the globl SW by a weak, steady katabatic flow of cold air from higher ter-
irradiance reaching the surface [Dutton et al., 1991].Though rain, and a strong, persistent surface-based temperature

the causes and effects of these trends have not been inversion. Transient weather disturbances, on the other

determined, feedbacks between cloud radiative and dynam- hand, are characterized by increased cloud cover, surface

ical processes, or perhaps large-scale changes in circulation, warming, a shift in wind direction, increased wind speed,

may explain these observations. and a weakening of the inversion. Figure 1 shows that sur-

As noted by Fletcher [1970] and other changes in face warming is well correlated with enhancements of

regional climate are associated with changes in the larger- downward LW irradiance which, in turn, correlate with in-

scale circulation. To gain a better understanding of creased sky cover. The linea correlation coefficient be-

climatological trends, Fletcher recommended evaluating tween T, and LWD is 0.91 for this particular time series.
circulation changes that result in specific variations in boun- Positive correlation between T, and LWD is expected, since
cir claition hangec thatresultinspei varac.Tio ino LWD is dominated by thermal emissions from the lower
dary conditions, i.e., conditions near the surfdce. to - levels of the troposphere whether or not clouds we Present

ivaio for the present study is thus twofodc (1) to ql- Increases in LWD, or other factors associated with clouds,
itoively understandtm temeh anisms nthat fore the lower are apparently responsible for most of the variability in thetrpsheric radiation, temperature and wind fields at the time seies: the overall range of observed temperature is

South Pole, and (2) to identify locally measurable, 3mC, whereas the range for clear-sky conditions is only

climatologically important indices that may be used to de- 18Cw.

tect changes in boundary conditions thought to be linked to Clouds over de Antarctic Plateau tend to form in the

changes in the larger-scale circulation patterns, warm layer capping the surface-based inversion [Schwerdt-
feger, 1984]. Because thermal emissions from these "warm"

METEOROLOGICAL DATA BASE clouds tend to be greater than emissions from the cooler,
The South Pole Observatory (SPO), established in 1972 drier subeloud layer, we atribute the enhancement of LWD

as one of the National Oceanic and Atmospheric under overcast skies mostly to cloud radiative forcing.
Administation's Geophysical Monitoring for Climatic These observations are consistent with earlier studies that
Change (NOAA/OMCC) baseline atmospheric monitoring related surface warming to LW heating from clouds formed
stations, provides an ideal laboratory to study short-tan during upper-level intrusions of moisture [e.g., Schwerdt-
variability and long-term climate trends representative of a feger, 1968]. Such intrusions are frequently laden with
large region of the Antarctic Plateau. cloud condensdion nuclei reaching the pole from the
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Figure 1. Tune series of (a) surface temperature T, and (b) downward longwave irradiance LWD (line referenced to left scale) and sky cover
SC (ban, right scale) for Aprl-Augus 1986 at the South Pole. The smooth curves are quadratic fits to the clear-sky days denoted by circles.
Overcast days we denoted by filled triangles.

40 . ........
Wed&eU Sea, producing a variety of cloud types [Ohtake,1978]. "30. A 0vc

0 CLR

Carroll [1983] suggested two possible mechanisms for T 20 A

surface warming at dh South Pole.- (1) downward mixing of A AA A A

warm upper-level air, and (2) northerly warm-air advection - 10 A

(with north talm to be the Greenwich meridian). Bodhaine 0 "
z 0 Aet al. [1986] observed episodic and sometimes dramatic en- 0 0 0 e'"

hancements of sea-salt aerosols at the South Pole associated A 0
with rapid transpor of moist air from coastal regions. Their g o 8 o 0
analysis also suggests that upper-level air is mixed down- -- 20 -. W A_----4
ward through the inversion layer as it weakens. Hogan et aL m 80
[1982] ilustrated that heat, water vapor, and aerosols are
transrted polward at preferred levels in the troposphere -40-..............
when the position of the polar high-pressure ridge shifts 75 100 125 ISO 175 200 225 250

from a northeasterly to a more northerly orientation. DAY OF YEAR

It is clear that the surface temperature field at the South
Pole responds to complicated, intelated radiative and Figu 2. Selected 2300 Ur and 0000 UF hourly mean values of

dynamical forcings that are somehow linked to large-scale net surface irradiance for April-August 1986. Circles denote clear
conditions and filled triangles denote overcast conditions. The

circulation patterns. We seek to understand these inter- dashed and solid lines are the mean values for the subsets of 35
related mechanisms better in the context of a changing cli- clear and 20 overcast days. respectively.
mate and to quantify indices of regional climate change that
may relate to the general circulation.

Net Cloud Radiative Effects range for either subset of data, a clear separation exists in

It is of interest to contrast the net wintertime radiation the means. A large negative value of net irradiance char-

(NET f LWD - the upward component of the LW radiation acterizes clear days, and a slightly positive value is observed

balance) under clear and overcast conditions to understand for overcast conditions. Nearly half the overast days show

better how clouds influence the total surface energy budget net gains exceeding 10 W m-2 which represents a significant
at the South Pole. Figure 2 is a scatter plot of 2300 UT and convergence of radiant energy at the surface available to

0000 UT hourly mew values of net surface inaliance strat- warm the mow pack and near-surface air. Optically thick

ified according to 0/10 SC and 10/10 SC for the 1986 winter warm clouds combined with vigorous turbulent downward

season. The 2300 UT and 0000 UT time periods were mixing of sensible heat very likely exist when large positive

selected to bracket the rawinsonde lainch times. The dashed net radiation is measured. The cluster of overcast days with

and solid lines in Figure 2 denote the mean values for 35 negative NET (centered at day 100) is attributed to the
clear and 20 overcast days, respectively. Despite the wide occuren of mostly thin sky cover during that period.
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Figure 3. Surface wind roses for (a) 35 clear days and (b) 20 overcast days. ne subsets of days coincide with the data presented in Figure 2
for the austal wintw of 1986.

Surface and Upper Level Temperatures and Winds
Transport processes are impoman in the formation and 6.0 VC ir

spatial distribution of clouds. Figures 3a and 3b ae surface
wind roses for the 35 clear and 20 overcast days,
respectively. The contrast is strilng. Clear days are char-
acterized by surface flow that is weak and from the eastedy 5.0
quadrant 90% of the time, whereas overcast days ae mostly 5.0
characteized by much stronger northerly winds. "",'

Coincident 0000 UT rawinsonde profiles of temperature 4---
and wind were used in an effort to extend the analysis in the 4,
vertical. Algorithms modified from those developed by Kahl .0 011
[1990] for arctic inversion studies were used to characterize
the tempeaure and the wind profiles for clear and overcast
conditions. Individual soundings were interpolated into pre-
scribed height intervals to enable averaging of the desired . - ,
subsets of days. A shallow surface-based layer of positive 3 .0 ..-..... o.

temperatr gradient overlain by a rather deep quasi- I ,I,_ , _, _,

isothermal layer of much warme air characterizes the lower -70 -60 -so -40 -30 -20 -10
troposphere during the austral winter months. The boundary TEMPERATURE (Ci
between these layers, in most cases, is readily defined by a
sharp inflection in temperature gradient between two ad- Figure 4. Composite mn temperature profiles (to 6 km altitude)
jacent layers, which we define as the upper boundary of the at 0000 UT for 35 clear days (dashed) and 20 overcast days (solid)
inversion. We define the upper boundary of the warm layer during die mastral winter of 1986 at the South Pole. Inversion

depths and the upper bomdariea of the warn layer an denoted by
as the level at which the temperatm decreases to the point od dashed horimptal lines. respecdvly. Th mean wind
where it is equal to the temperature at the inflection point. profde for overcst conditions is on the nea right and for clea
Though determining the height of these levels depends on i is on the far riglh. One full barb is equal 1 5 knots.
the vertical resolution of the rawinsonde profiles, for the
period analyzed in this study, the lowest levels were con-
sistently and reasonably well-resolved. The radiative effect Figure 4 is a composite of the resultant mean temperature
of the warm layr depends not only on its temperature and and wind profiles for the lowest 3165 m of the SPO
thickness, but more important, on its effective thermal emis- amospher for clear and overcast winter days. The relative
sivity, Le., thin, cloud-filled layers emit LW radiation more depths of the inversions ae indicated by solid horizontal
efficiently then do thick, cool, cloud-free layers of equiv- lines immediatly to the right of the temperame profiles
alent mean temperatue. and the upper boundary of the warm layers ae shown as
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dashed horizontal lines directly above. The wind barbs for
selected levels appear on the near (overcast) and far (clear) Variable Clear Overcast
right. The contrast in wind between clear and overcast con-
ditions is readily apparent The mean clear-sky wind profile
shows weak northeasterly flow through the entire depth of Inversion intensity
the lower troposphere. The overcast-sky profile, however, is 1, de2 m-1  2.4 0.5
characterized by much stronger winds increasing and veer-
ing with height. The overcast-sky profile is thus indicative Bulk wind shear for
of the advection of warm, moist air from the north and surface to 5-kin height
northwest. <s>, m s-1 km-I 3.0 5.8

Though the depth of the inversion layer is slightly greater
(in the mean) under overcast conditions, as indicated in Fig- Temp. difference
ure 4, its intensity is actually much weaker. Belmont [1957] across inversion

introduced an index for quantifying the inversion intensity L AT, OC 21.4 11.3
The temperature gradient (AT/AZ) is weighted by the differ-
ence in temperature across the inversion (A7). In doing so, Depth of inversion
both the slope of the lapse rate and its duration are con- Az, m 195.0 240.0
sidered. We denote the quantity I as

Mean temperature, PC
I = (A,)2/AZ (I) -at the surface -64.1 -48.3

-for the warm layer -40.0 -37.8
where AZ is the depth of the inversion. Becaise the
inversion intensity is sensitive to the net convergence of Mean vector winds, m s-1

radiation in the boundary layer as well as to the vertical and -at the surface 2.9 NNE 6.7 N
horizontal fluxes of sensible and latent heat, we suggest that -for the warm layer 4.5 NE 10.9 NW

it may be an appropriate indicator of changing boundary
conditions related to regional-scale climate change.

The wind shear through the boundary layer s> is an- Table 1. Mean Values of Variables Chara aizing Vertical Pro-

other potentially useful index of climate change. Following files of Tempeantre amd Winds at the South Pole for Clear md

Kahl and Samson (1988), this quantity is defined as Ov Conitiorm Axil-Augus 1986

l-I n-I strong, veering north-northwest winds, (2) downward mix-
[( Ari)2 + ( I Avi)2 ]1/2  (2) ing of sensible and latent heat, indicated by a large relative
i1l W=W value of wind shear <s>, and (3) LW cloud radiative heat-

h ing, discussed earlier.
Lower tropospheric temperatmres respond to the coin-

where Au and Av represent the change in the u and v com- bined effects of all of the above-mentioned processes, but it
ponents of the wind between successive rawinsonde meas- is not possible to ascertain the relative contribution of each
urement levels, h is the depth of the layer, and n is the individual process in the present study. Earlier studies, how-
number of levels. The bulk formulation of <s> includes the ever, have estimated that the sensible and radiative fluxes
effects of both speed and directional shear throughout an are approximately equal in value and the latent heat flux is
entire layer, not just at the upper and lower boundaries, ane aer of magnitude less [eg., Carrol. 1982]. An evalus-

Turbulent mixing within the boundary layer transports tion of the long-term rawinsonde record for th South Pole
sensible and latent heat into the lower levels of the
atmosphere and reduces izs stability. The degree of mixing may reveal trends in the magnitudes of the inversion in-

is directly related to the wind shear through the boundary tensity and/or bulk wind shear, which are driven by these

layer. Thus, we suggest that <s> may be used to characteize processes. Such an investigation would, in turn, yield

the combined effects of horizontal and vertical advection valuable information about the net effects of dynamical and

within the lower troposphere in the polar regions. If boun- radiative forcing of the surface temperature in that region. If

dary conditions change because of dynamical effects, s detected, such trends should then be related to changes in

quantity is also expected to change. Thus, a "M in <s> global circulation patterns to establish possible tele-

may also indicate a change in the regional tropospheric conections between the lower and high latitudes.
circulation pattern.

Table 1 gives a quantitative summary of I [Equation 1], SUMMARY AND CONCLUDING REMARKS
<s> [Equation 21, and other variables that characterize the Analysis of the 1986 austral winter South Pole radiation
mean wintertime rawinsonde profiles at the South Pole data indicates that positive LW radiative forcing occurs
under clear and overcast conditions. Clear conditions are when overcast conditions at the South Pole prevail. Under
characterized by intense, relatively shallow temperature in- such conditions then is usually a convergence of net radia-
versions with low values of bulk shear. Overcast conditions, tion near the surface, which weakens the surface-based ten-
on the other hand, exhibit deeper, weak- inverons with perature inversion. The bulk wind shear through the lower
large shear. The weakening of the invenrisw during cloudy troposphere increases significatntly, indicating the oc-
periods is due to (1) warm air advection, evidenced by currence of more vigorous turbulent processes than exist un-
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der clear skies. These mixing processes result in the vertical long-term trends in other boundary layer properties. If
transport of sensible and latent heat to the surface, which detectable, such anomalies may be due to changes in the
further weakens the surface inversion. Horizontal warm-air general circulation linked by teleconnections to anomalous
advection (typically from the northern quadrant) also tends patterns in the lower latitudes.
to warm the entire lower troposphere when overcast condi-
tions prevail. ACKNOWLEDGMENTS
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Precipitation Trends Over Polar Ice Sheets from Atmospheric Moisture Fluxes

D. H. Bromwich
Byrd Polar Research Center. The Ohio State University, Columbus. Ohio. USA.

ABSTRACT
Recent work has suggested that precipitation changes over Greenland and Ant-

arctica may play an important role in variations of global-mean sea level. However,
such changes are not easily monitored by direct observations Gauge determinations
of snowfall are strongly contaminated by wind transport of previously deposited
snow. In addition, snowfall amounts at high polar elevations are often too small for
confident measurement. Glaciological accumu'.ation values are a potentially impor-
tant source of precipitation data, but the requirements for broad areal coverage, the
lack of annual time resolution in many regions and the uncertain impact of wind
reworking are problematic.

Convergence of moisture transported by the atmosphere across the margins of
ice sheets yields areally averaged (>x106 km2) values of precipitation minus sub-
limation/evaporation for seasonal and longer time scales. Coastal moisture fluxes
can be derived from synoptic arrays of rawinsonde stations around the margins,
provided the systematic errors associated with humidity measurements are small.
Thus, few departures from routine practice are needed, no field programs in ice
sheet interiors are required, and large quantities of previously collected data can be
used to construct past variations.

Conditions for Antarctica and Greenland are markedly different. It is shown that
climatological atmospheric data sets substantially underestimate the moisture flux
into Antarctica. Moisture transport convergence estimates for East Antarctica in
1972 and the whole continent for 1979 (FGGE year) strongly suggest that this
approach can yield reliable precipitation estimutes, and identify the probable causes
of the above deficiencies. The capability exists to monitor precipitation trends over
most of East Antarctica, but the data gap along the West Antarctic coast must be
eliminated before continental precipitation rates can be inferred. For Greenland the
situation is much better. Upper air stations ring the ice sheet a: n average spacing
of 660 km and have records covering the last 25 years. However, little effort has
been expended to evaluate this valuable data set.
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On the kelationship Between Antarctic Katabatic Winds
and Large-Scale Tropospheric Circulations

T. R. Parish
Department of Atmospheric Science, University of Wyoming, Laramie, Wyoming, U.A.

ABSTRACT
Gravity-driven katabatic winds occur with regularity over the Antarctic ice fields

in the lowest few hundred meters of the atmosphere. The strongest katabatic winds
are generally associated with the steep coastal periphery. Along various near-
coastal sections of Antarctica, cold air drainage currents from the interior of the
continent converge and provide an enhanced source of cold air available to feed
katabatic winds. Such "confluence zones" ae responsible for anomalously intense
katabatic wind regimes near Ad6lie Land and Terra Nova Bay.

The persistent drainage of cold air off the elevated Antarctic ice dome requires
upper level convergence of wanner air from lower latitudes and subsidence
throughout much of the troposphere. This meridional mass exchange generates
cyclonic vorticity over the continent which, coupled with the horizontal tem-
perature gradient in the lower atmosphere, results in the development of the large-
scale circumpolar vortex in the troposphere above Antarctica and the high southern
latitudes.

Numerical simulations of the establishment of the circumpolar vortex have been
conducted using a three-dimensional primitive equation model. Results clearly
show that the katabatic wind regime is critical in the development of the tropo-
spheric circulations. Model simulations suggest that the evolution and the posi-
tioning of the large-scale tropospheric circulations require accurate representation
of the Antarctic katabatic windfield.
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Plateau Weather:
A Synoptic Study of IAGO and ANARE AWS Observations in East Antarctica

Uwe Radok
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ABSTRACT
Automatic weather stations (AWS) have been operated for a number of years by

_ J U.S. and French scientists cooperating in Project Interactions Atmosphere, Glace,
IOcean (IAGO) and by the Australian National Antarctic Research Expeditions

(I (ANARE). Six of these stations are sufficiently close to one another on the East
0) , Antarctic Plateau for a synoptic interpretation of their observations. The data for

1987 have been reduced to a common format in order to identify episodes of
regionally coherent changes. One of these episodes is described and used to outline
steps that will be needed for clarifying the relative importance of the local energy
balance and the large-scale circulation for the onset, duration, and cessation of kata-
batic winds on the plateau.

INTRODUCTION modelers predict enhanced greenhouse effects) can contrib-
The early explorers found plateau weather to be trying; ute to a better understanding of the role of the polar regions

Shackleton spoke of "this cutting south wind with drift" in global change.
(diary entry for I January 1909). More detailed views devel- The means for a detailed study of plateau weather have
oped from the extended occupation of inland stations during been provided for the frst time by a network of automatic
the IGY. While their distances ruled out convincing synop. weather stations (AWS) reporting at close time intervals via
tic interpretations of their observations, these added up to a satellites. They were established by U.S. and French sci-
first climatology of the ice sheet region. Its outstanding fea- entists cooperating in Project IAGO (Interaction Atmos-
tures are the "coreless" winters and die high directional coon- phere, Glace, Ocean) [Wendler et al., 1986], and by the
stancy of the surface flow over the sloping parts of the ice Australian National Antarctic Research Expeditions
sheet. On the Antarctic plateau, where the controiling gin- (ANARE) [Allison and Morrissy, 1983]. Figure I shows the
dients (produced by the surface slope and the large-sae locations of the AWS used for this study; the geographical
pressure field) ae more evenly balanced, a wider range of cordinates and altitudes are listed in Table 1. Magnetic
wind directions is observed [e.g., Dalrymple et aL., 1966]. tapes with tl complete data for 1987 were used to establish
The changes in pressure gradients and cloudiness associated a common format and to display the data in different corn-
with the Antarctic weather systems imply changing rates of binations on several time scales. These displays showed up
heat trasfer from the atmosphere to the ice sheet surface associated Changes in the four climatic elements recorded by
[Carroll and Rtzjarald, 1979; Neff, 19811. In this way the the AWS (srface pressure, temperature, wind speed, and
plateau weather is linked to the Antarctic and southnem hem- wind direction) at individual locations and the relative tim-
isphere circulations which in their turn respond to regional ing of Changes at the different AWS. The transitional month
forcing by the mae of the southern sea ice [Budd and Sim- of March 1987. expected to contain both circulation-
monds, thihr volume, a global characteristic. Thus a study of controlled and energy-balance-conrolled episodes, was cho.
metological events on the Antarctic plateau (where the sen to illustram this exploratory work.
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Ao LOCAL CHANGES IN WEATHER ELEMENTS
SouthMany A visual examination of the different AWS records for

"ol March 1987 (cf. Figure 2) revealed a large measure of
regional coherence, with similar events but slightly different

o Vostok timing. The main episodes can therefore be described with a
.46 single record. Figure 3 shows tempeaturewind speed, and

/" ipressure curves for AWS 41. The month started with a grad-

A028 Cose1 ual cooling, followed by marked rises in temperature and
ome C pressure around the middle of the month. There is a sugges-

Law* /MCM tion of katabatic flow developing around 6 March, not long
M MW' 'iafter the onset of cooling, and of a more pronounced wind

MIE .pulse during the sharp cooling from 17 to 20 March; in both
monue -cases the accelerted flow did not strengthen with further

D-7 cooling but instead appeared to resond to pressure changes.
4 The significance of such local associations between dif-

L°ningrodskoya D-10 ferent elements will become clearer as a number of similar
d'Urvill "episodes are analyzed. As a first step a statistical analysis

7 \ was undertaken, with all AWS data for March and April
, o "5.E 1987, to determine any tendency for peaks, troughs, rises,

8oi,, and falls, in pressure and wind speed to be associated. There
was some suggestion that pressure troughs (ridges) were

Figure L The AWS network on the Eauz iAuzctc plataim. associated with wind speed peaks (troughs), but this ten-
dency proved not to be statistically significant on a chi
square test.

As another statistical characteristic, correlation coef-

Lat. Long. Alt (M) ficients between the surface pressures and temperatures of
March 1987 were calculated for each AWS. This eliminated
the effects of altitude, the dominant factor for both pressure

Australiai Stations and surface temperature. With the exception of that for
LAW 6644'S 112"45E 1370 Dome C (+0.11), all the cormlations were negative and
A028 6824'S 112"0'E 1630 decreased in absolute magnitude frmn about -0.4 near the
OF08 68"3(YS 102"11'E 2118 coast to -0.1 on the plateau. The negative signs presumably
GC41 7136S IlllE 2740 reflect the greater cloudiness associated with pressure
GC46 7408'S 109"50'E 3070 troughs, and the inland decrease in magnitudes the dimin-

U.S. Stations ishing influence of the Southern Ocean weather systems.
D10 66042'S 139"48%E 240
D47 6723S 13843'E 156 INTERSTATION COMPARISONS

D57 6811S 137'31'E 2105 In order to compare the detailed course and timing of

D80 7001'S 13443'E 2500 events at different AWS the data were displayed on a much

DOME C 743(YS 123*0(YE 3280 larger time scale than that used for Figure 3. This made it
possible to narrow down the beginnings of a marked inland

Table 1. Details of aumtic weather skm (AWS) on dieEau warming and a substantial rise in all surface pressures which

TA 1tai l ow ti )ne took place between March 15-18. From the onset times in
Table 2 it can be seen that the pessure rise started at tie
coast (AWS DIO) and spread inland along the IAGO line,
reaching AWS D80 7 hours ltr no distinct signal was

AWS Pressure Rise Temperature Rise reported from Dome C. The pressu rises further west were
(time and date, GMI) (time and date, GMT) delayed by 17 to 19 hours and again started at the coast

(AWS Law); a further delay of 8 hours occurred before the
pressure started rising even further west at AWS OF08.

DIO 13 3/16/87 no signal Much small intervals ensued between the onsets of
D57 17 20.5 strong warming at the higher AWS; on Dome C the tern-

D80 20 21 perature rise was interrupted after 10 hours, indicating per-
DOME C no clear signal haps a different event, but te subsequent cooling started

almost simultaneously at all these stations. The AWS nearer
LAW 8 3/17/87 no signal the coast experienced no Jistinct changes in temperatum By
A028 9 22 3/15/87 contrast, wind speeds increased temporarily at the sites
GC41 12 23 nearer the coast only, shortly after the onset of the inland
GF8 20 12 3/16/87 warning. Wind directions remained unchanged except on

Dome C where a steady backing from 2250 on March 15
Table . Onset time of purme -d semperwa e rie at platmu through 0* to 270 on Marc 19 was recorded, again point-
AWS, 15-17 March 1987. ing to a sparate event.
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DISCUSSION tions. It would be useful if the AWS data could fill some of

The concept of westward-moving pressure pulses like the observational gaps. Phillpot [to be published] has aria-
that described in the preceding section has a long Antarctic lyzed radiosonde results for several stations on the ice sheet
history. They were first proposed by Simpson [1919] and and established statistically significant linear relationships
thoroughly investigated by Loewe [1935, 1945, 19671 who between the surface temperaturs of stations not too far
demonstrated that the pressures observed at Cape Evans below the 500 hPa level and the temperature adjustments
(Ross Island) during June 1912 were closely repeated 13.5 Azi to the thickness of the layers between the station level
hours later at Cape Denison, 120 kn east of Dumont AWS GC 41
dIrville. No such agreement was obtained here by com-
paring the March 1987 pressures recorded on Inexpressible
Island (AWS Manuela) and 15 hours later at Dumont -20- Temperature
d'Urville (AWS D10). The correlation between these two -30
series, with DIO pressure trailing Manuela by various inter-
vals, remained around 0.3; however, it increased to 0.67 for
Manuela lagging 2.5 days behind DI0.

A more extensive set of AWS data will be used for a fur- -50
ther test of Simpson and Loewe's hypothesis. An alternative
synoptic explanation of such pressure pulses [Ramage, -60-
1944] calls for closely spaced weather charts, but the com-
mon practice of extending the sea level charts over the ice
sheet is unacceptable in this context. Instead the height con- 15- Wind Speed
tours of a constant pressure surface not intersecting the ice
sheet (e.g., 500 hPa) need to be constructed. Ball [1960] has
shown how pressure gradients and surface slopes combine
to determine the direction of the total force acting on the
surface air. Ball's equation was 5

P P +g Surface Pressure
710-

where Vp and VP are the pressure gradients in the surface
layer and in the free atmosphere, respectively, P is the air mb 700
density, g is the gravity acceleration, IV= 91 - 0 is the differ- 690
ence between the potential temperatures 01 above the inver-
sion and 0 in the layer, and E is the surface elevation. For ' ,,,u u ,, ,, i,,, , I
use on the plateau the pressure gradients in (1) can be 5 10 15 20 25 30
replaced by constant pressure surface slopes to render (1) Dote, March 1987
independent of altitude:

Figure 3. Temperatue, wind s d, md presure dages at AWS
gVz'= gVpzS00 + g -- VE ( 41, March 1987.

The right hand side of (1) defines the slope of a composite
constant surface pressure height field z'. On the plateau in
winter the ratio 070 is of order 0.1, and the construction of AWS Elevation 6Zts = c x ts - m
the z' field can then be effected, in analogy to Ball's pro- (dekameters) (pot. dekameters)
cedure, by graphically adding the 500 hPa height contours
in dekameters to the surface elevation contours spaced D57 211 ats = 0.43ts- 22.50
100m apart. Division of (1) by the Coriolis parameter f
gives the direction and magnitude of the force acting on the D80 251 aZts = 0.36ts - 20.50
surface air in the form of a composite geogsophic wind, DOME C 328 AZts = 0.25ts - 16.50

08 213 a 4
= 0.42ts -22.50

Vs =Vg0+ Vs (2) 41 275 AZt u 0.33ts - 19.30

The actual surface wind depends not only on the assumed SOUTHP. 284 AZts = O.27t5 - 21.60
friction and boundary layer thickness [Ball, 1960] but also
on other factors such as the mass and evaporation of blow-
ing sow [Gouink. 19891. Table 3. Regresion equaiom for the thicknm cmction red

Routine 5S0 hPa charts over the East Antarctic ice sheet for die depatue of the mean layer espermre from 0C [Puu.
lack details, due to the sparse network of radiosonde sa- pot, to be publiahedl.
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and the height of the 500 hPa surface. Phillpot's regression defined directly with observed 500 hPa heights and surface
equations for the AWS on the East Antaretic plateau were observations. It was used here to estimate 500 hPa heights
then found by interpolation and are reproduced in Table 3 from all the AWS surface pressures and temperatures for the
for the stations here used. period 14 through 19 March 1987. The 500 hPa analyses

The physical basis for these relationships is that the thick- issued by the Australian Bureau of Meteorology for this
ness adjustment follows from the hydrostatic equation, period are shown as broken lines in Figure 5. while adjust-

ments suggested by the AWS estimates are indicated by
273 in 5 J solid lines. Although preliminary, pending firmer estimates

AZ~ops j g/n 500 +  1-m (3) of the AWS 500 hPa heights, Figure 5 suggests that the
pressure pulse during this period arose when a ridge east of

where pis the sraepethe AWS area strengthened and expanded in a southwesterly
whre of thelayersbewen the sure and isthe 50 tevpel. direction.
Tate of the layer between the surface and the 500 hPa leveL The warming pulse that occurred a little earlier could
That mean temperature can be defined in terms of the str- have arisen from intensified northerly flow in the tightening
face temperature, t,, and an average lapse te t over gradient west of the ridge. A possible alternative or contrib-
layer as j = (t, - yz)).Then(3)takestheform uting factor would have been increased cloudiness. Stone

and Kahl [this volume] have reported changes in downward
In JL infrared radiation at the South Pole due to variations in

5z = (273 + ts)  50 (4) cloudiness which accounted for appreciable surface tern-(+ l n Ps peratmre changes. For the case here considered, imagery of

R 2 500 the Defense Meteorological Satellite Program (DMSP)
available in WDC-A Glaciology (Snow and Ice) showed no

The factor g/R =0.034 "/In is the "autoconvective" lapse rate substantial change in cloud cover was responsible for the
of a constant-density atmosphere and an order of magnitude warming of March 1987.
larger than the average layer lapse rate y which can be pos Finally, the wind speed changes during the period con-
itive or negative and increases in absolute magnitude with sidered resulted from a combination of circulation and
decreasing surface elevation (increasing surface pressure). energy balance changes. An intensified analysis of AWS
The denominator in (4) therefore is the sum of two roughly observations from the Antarctic plateau will aim to clarify
equal terms one of which can be positive or negative. That the detailed interaction of these major factors controlling
accounts for the substantial differences between the regres- Plateau weather.
sion coefficients in Table 3.

A more stable relationship that could apply even for ACKNOWLEDGMENTS
lower surface elevations follows from (3) for the mean tern- We are indebted to Drs. Charles Stearns (University of
perature of the layer between the AWS level and the 500 Wisconsin-Madison) and Ian Allison (Australian Antarctic
hPa surface, viz. Division) for the AWS data here used; to Mrs. Yuqi Zhoa

(University of Alaska Fairbanks) for varied displays; to
5..- Linda Keller (Wisconsin) for numerical printouts of detailed(7+t)Rz = (27L s +II ! AGO data; to Rob Bauer (WDC-A, Boulder) for the extrac-

+ I ) !s 2f 500 (5) tion of DMSP images; and to Tun Brown (University of

500 L 4- COlad) for various statistical calculations. All this help is
gratefully acknowledged. In addition, suggestions by Ian

Hr tAllison and an anonymous reviewer have helped to improveHere the, factor In sm has been eliminated except in the this paper.

denominator where it is multiplied by a small quantity of
order 0.05 or less. This suggests that a single regression line
of the layer mean temperature on surface temperature could
be valid for a considerable height range. A preliminary form -50 DOMEC sA So, P

I OO •(not used for rgression) A A
of such a regression line, computed with Phillpot's thickness 0510

estimates for 4 AWS sites, is shown in Figure 4. Its location ._0 ,o A A ,

for the highest surface temperatures was fixed by means of Z 8 .40 - a L

directly observed 500 hPa heights at Casey coupled with 0A A

the surface pressures and temperatures observed at AWS
Law, and with those at Dumont drjrville and AWS D10. 1-53,1 3,

The mean temperature estimates for South Pole were added A

subsequently to test the validity of the regression line at low A A

surface temperatures. The large ucatter of the Law Dome 0 zo
values reflects the fact that layer mean temperature UMi _o o
are magnified in the calculated layer thickness by a factor A

&a=t73, where &zo is the layer thickness for a mean ern- -,o -20 -30 -0 -50 -60 -70
perature of VC. This underlines Phnlpots point that the Sutfoce Tmporaur, .c
surface temperature regressions cannot be used for low-level
AWS. Figure 4. Resmesiw of surface-500 hPa layer meom wmperam

The relatonship in Figure 4 remains to be more fmly on udwetemperam. For details see matL
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On the Effect of Global Warming on the Snowmelt in an Arctic Permafrost Area

K. Kodama, D. Kobayashi, N. Ishikawa and G. Wakahama
Institute of Low Temperature Science. Hokkaido University, Sapporo, Japan

ABSTRACT
Seasonal snow cover is an important factor for the global heat balance and deter-

mines the overall albedo of the earth. Snow has a high albedo of 0.8-0.9, while bare
ground has an albedo of about 0.2-0.3. The shift of the date of melting of the sea-
sonal snow cover by global warming would drastically change the global heat bal-
ance. In other words, the date of disappearance of the snow is one of the major
potential feedbacks in global climatic change. In this paper, the details of the
energy balance over the snow in the arctic tundra is studied and, assuming a simple
global warming, the expected change in the heat balance is discussed.

The energy balance observations were made at Imnavait Creek on the North
Slope of Alaska. This watershed lies over the continuous permafrost. The net radia-
tion is obtained by a net radiometer. The sensible heat flux, latent heat flux and heat
flux in snow are calculated from meteorological and glaciological data.

The result of energy balance calculations showed that the most important com-
ponent for snowmelt is net radiation. Since the global radiation over cloud and fog
and the melting snow surface temperature are almost constant, the net radiation is
mainly dependent on cloudiness, albedo of snow and atmospheric radiation. An
increase of cloudiness due to global warming would suppress snowmelt, while a
decrease in snow albedo and an increase in atmospheric radiation due to global
warming would enhance snowmelt.
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Impacts of Projected Global Warming:

A Research Proposal for the Mackenzie Basin

S. J. Cohen and J. B. Maxwell
Canadian Climate Centre, Atmospheric Environment Service, Downiew. Ontario. Canada

\. ABSTRACT

As part of the Government of Canada's "Green Plan," an assessment of the
impacts of global warming scenarios in the Mackenzie Basin is being initiated by
the Canadian Climate Centre (CCC). These scenarios include outputs from General
Circulation Models, such as the new one produced by CCC, as well as arbitrary and

-- other climate scenarios where possible. Hydrology, permafrost and other first-order
physical impacts will be investigated. These will be linked to second-order bio-

* logical studies describing impacts on vegetation, fire potential, terrestrial and fresh-
"* water wildlife. Third-order socioeconomic studies will consider activities of the

_native and non-native communities in the region, including energy, transportation,
tourism and subsistence. An additional set of "integration" tasks will also be

-undertaken.
__ Some of these and other issues will not easily lend themselves to quantitative

investigation. Our ability to address these challenges will depend on the quality of
researchers that would be willing to participate in this exercise. A multidisciplinary
team is being established, utilizing the expertise and cooperation of many govern-
ment and non-government entities with long-term interests in the Mackenzie.
Informaion from ongoing programs will be combined with commissioned research.
Most o the study tasks should begin during 1991, with the main study report due in
1996.r

INTRODUCTION found here, including discontinuous and continuous perma-
Atmospheric concentrations of CO2 have increased by frost, forest and tundra zones, the Mackenzie Delta and

more than 25% since the Industrial Revolution began in the other important wildlife habitats, and major sources of
19th century. Concentrations of other greenhouse gases freshwater. Some important natural boundaries cross the
(e.g., C-4) have also increased. Experiments with at- basin (e.g., permfrost, treeline). Most of the Northwest Ter-
mospheric General Circulation Models (GCM) indicate that ritories' native and non-native population live and work
if these concentrations were to increase to the radiative here, and global warming would certainly affect their activ-
equivalent of a doubling of C02 (i.e., 2xCO2), the so.called iies, and possibly their lifestyles. In addition, since the
greenhouse effect would strengthen and global climate Mackenze Delta's coastline is already submerging jEggin-
would experience unprecedented warming [WMO, 1986, ton and Andrews, 1989], attention will have to be given to
1988; Jaeger, 1988]. In high latitude regions, projected win- potential impacts of sea level rise.
ter warming is expected to be more than double the global From the above, one can appreciate that global warming
average temperature change [Jaeger, 1988]. could lead to significant impacts on the natural environment

One of those high latitude regions is the Mackenzie of the Mackenzie Basin [e.g., French, 1986; Marsh and Hey,
Basin, a large watershed in Canada which drains into the 1989; Maxwell and Barrie, 1989; Mysak, 1989], but what
Arctic Ocean (Figure 1). A wide range of terain features are about the socioeconomic impacts? These do not lend them-
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project global scale changes of temperature and other
"basic" parametes but there is a preference to use station
observations as the baseline until GCMs show greater re-
liability. Thus, the global warming "scenario" is a composite
of the GCM-projected anomaly "added" to a "normal" ob-
tained from sation observations [Cohen, 19901.

Uncertainties associated with GCM results must be re-
flected in uncertainty in impact study results, particularly in
their ability to project regional scale changes. One example
is the wide variation between GCMs of projected changes in
sea ice [e.g., Washington and Meehl, 1984, 1989; Wilson
and Mitchell, 1987]. It is prefeable that more than one

tai, GCM be used for impacts studies, since their regional scale
----- A'~climatic projections can differ from each other, and so can

estimates of their resulting impacts [e.g., Cohen et al., 1989;
M6t9globe, 19891.

S, ,,Compared to the 1951-1980 "normal" climate, most
LA GCM-based scenarios indicate higher temperature and pre-

cipitation for all seasons in the study area, though the mag-
nitude of these changes varies. For example, winter tem-

,'U"M \perature increases indicated by several GCMs' outputs range
ALoA from 5-100C. New GCM outputs are being produced and

their scenarios may be different from those used in previoustudieL
A iRegional Impacts Linkages
A wide range of possible Arctic impacts have been de-

Flgumre L Mawke Basi Cnad. scribed by Maxwell and Barrie [1989]. Ibis information has
been used to produce a simplified framewok for an in-
tegrated assessment of climate change impacts in the
Canadian Arctic. Figure 2 shows some of the major linkages

selves to easy description, since many other factors are between climate and the region's physical and human en-
involved. Socieal changes have been taking place through- vironments. Key elements that are sensitive to climatic vari-
out the world in recent decades. The Canadian Arctic has ation are sea ice, hydrological parameters, nxow cover and
experienced substantial changes brought on by the resource soil temperature Changes in these elements, combined with
and strategic interests of other regions of Canada and else- changes in basic climatic paraneter (e.g., air temperatume)
where. These include temporary booms associated with the would lead to impacts on temporal and spatial patterns of
fur trade, gold rush, World War 11, and now, fossil fuel ex- vegetation and wildlife, with subsequent impacts on the
ploration and extraction [Pretes, 19881, and the long-term economic sectors that depend on them. Changes in perma-
presence of non-native government in social and economic frost distribution would have important implications for
programs, which have generated mixed reactions from the
various interests involved [e.g., Young and McDermott,
1988; Irwin, 1989; Malone, 1989; TFN, 1989].

The pupe of this paper is to describe a proposed multi.
year multidisciplinary study program, focusing on de- ARCTIC CLIMATE CHANGE IMPACTS
scribing the impacts of present climatic variability and

scenarios of global warming on the physical and human C C ---U

environments of the Mackenzie Basin. Given its physical
features, geographical setting and human history, the Basin Uan WE amm M HOW

could serve as a model for the study of regional impacts of TEMPI

global warming on high latitude and remote regions.
-OWNWAL

BACKGROUND
Applications o Global Warming Scenarios

GCMs can simulate global scale patterns of climate, but
many uncertainties exist regarding clouds and ocean feed- saran

backs [Mitchell, 1989], changes in variability of climatic
parameters [eans, 1989) nd projections of regional scaleOMI
climate [e.g., Grotch, 1988]. For studies on the impacts of OF o M Um m vUON
global warming "scenarios," we assume some confidence in
the ability of GCMs to be sensitive to changes in forcing
factos (e.g., atmospheric trce gas concentrations) and to lgw. 2. Gamralimnd framework for Arctic ims, mea.
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construction and hydrological processes. In addition, we scenario from the instrimental record, (b) a paleoclimate-
must not forget that dhe region's ecology and economy are based scenario, based on the Climatic Optimum, circa
strongly influenced by events that occur elsewhere. Ex- 4000-5000 years BP. (if data are available), and (c) arbi-
amples include waterfowl migration, the price of oil and trary cases of 2*C and 40C warming, with -20%, 0%, +20%
other exploitable resurces, and technological change in oth- precipitation change.
er cold regions, all of which may be affected in some way The assumed baseline will be the 1951-1980 average.
by global warming. Whether or not the baseline and scenario outputs should be

The bottom of the figure also includes native coin- interplated onto a regular grid is an important technical
munities within the same box as the economy, which is gen- matter which should be resolved during the early planning
erally dominated by non-natives. However, the reality of phase of this study.
future impacts will certainly be a mne complex series of in- Sea level rise is assumed to be 1.0 m for the 2xCO2
teractions within and between both communities as they scenarios.
adjust to changes in the physical and biological environ-
ment. The investigation of the specific nature of these ir- Objectives and Products
pacts, and their subsequent effects on how the communities Objective - Physical Impacts. First-order physical im-
relate to each other, will be major research challenges. pacts of global warming scenarios will be determined on the

If this exercise is to achieve its "mission" of bringing the following:
global warming issue down to the regional scale [Cohen, -fieshwater resources, including streamfiow, ice and
1990], then it must meet the challenge of monitoring and sow;
modeling (sometimes qualitatively) physical, biological and -land resources, including permafrost and capability for
human processes in a large region with few observing sites agriculture; and
and sparse data records. The human infrastructure is rapidly -sea ice in the Beaufort Sea.
changing in response to global technological and economic The freshwater task will include the application of
trends, political events, and decisions made outside the re- scenarios of projected warming to existing subbasin models
gion. What difference would global wannming make? (e.g., Peace River) and/or basin models. Surface and re-

In the near term, one possible approach would be for motely sensed data will be used to provide information on
impact studies to include scenarios of climate and other sensitivities of lake ice and other parameters to past climatic
changes (eg., population), so that the sensitivity of the re- variability Observations during recent warm years may rep-
gion could be investigated. As our knowledge improves and resent useful "analogues" of physical impacts of future
the ranges of global warming scenarim begin to narrow, warm conditions. Linkage with the Global Energy ad
future research efforts will benefit from the experiences Water Cycle Experiment or GEWEX [WCRP, 19881 is be-
gained during this early phase. ing investigated.

OUTLINE FOR PROPOSED IMPACTS STUDY Objective 2 - Biological Impacts. The purpose is to de-
scribe second-order biological impacts of global warming

Porsme scearios. A number of activities am planned within two
The main purpose of this study is to describe the impacts main aeas:

of past variability and scenarios of future global warming on "terrestrial ecosystems, including forests (growth, species
the Mackenzie Basin. This should be done quantitatively changes, fire) and wildlife; and
where possible, and should be broad enough to include all *freshwater ecosystems.
major elements of the physical and human environments of In much of the above, explicit assumptions will have to
the region that are climate sensitive, be made regardig changes in regions outside the

Certain questions will not easily lend themselves to quan- Mackenzie Basin, sice these changes could also be im-
titative investigation, nor ae quantitative methods nec- portant (e.g., wildlife migration). It may be appropriate to
essarily the most appropriate in all instances. This should specify scenarios of exogenous changes that may be rel-
not deter us from our goal of providing a sound and useful evant to the tasks above. Feedback effects of third-order
analysis of regional impacts. changes (see below) may also be important.

Objective 3 - Socioeconomic Impacts. Third-orer
Choke of Global Warming Scenarios socioeconomic impacts of global warming scenarios would

At the outset, it is important to provide clear guidance on be described. Physical and biological impacts data would be
the development and application of global warming obtained from the results of Objectives 1 and 2. Research
scenarios, as well as providing a list of scenarios that all would focus on seven areas:
individual studies shall address. This will enable the -energy and mineral production;
individual study results to be merged into a more integrated .tansportation and infrasucture;
regional study, sin all components will have considered -settlements, including subsistence activities (e.g.,
the same assumed climatic conditions. hunting),

It is expected that 3-5 climatic change scenarios will be -agriculture potential;
Used in this pojecL At least two will oiginate from 6CM parks/tourism;
simulations of a new "equilibrium" climate for an at- "forest industry, and
mosphere with double the pre-industrial conceniratios of -defene.
CO2 (i.e., 2xCC)), one of which will be the Canadian The energy and transportaion tasks could build on te ef-
Climate Centre (CCC) GCM [Boer et al., forthcoming]. forts of the recently completed study by a team from
Others being considered include (a) a historically boed McMaster University [Lonergan et al., forthcoming].
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Objective 4 - Regional Impacts. The purpose is to in- infancy. In Canada, nearly 60 regional case studies have
tegrate the results of the individual studies from Objectives been completed since 1984. Most of them were short-term
1-3 and produce a picture of the region as a whole. Several efforts, in which climate change scenario data were applied
activities will be pursued, including a regional economic to a region using existing impacts models from various dis-
analysis and an assessment of potential land use conflicts ciplines (e.g., hydrology, agriculture, etc.). Despite the time
arising from projected changes in land capability. constraints, a number of regional sensitivities were iden-

tified, thereby laying the groundwork for more extensive
PROPOSED STUDY ORGANIZATION investigations. What is needed now is a mall number of

AND SCHEDULE long-term regional studies that include integration of sec-
Participants toral impacts.

A number of federal and provincial/territorial agencies Another important challenge is in monitoring and archiv-
have agreed to participate. In October, 1990, an Interagency ing. It is no secret that the arctic data base for many environ-
Working Committee (WC) was formed to assist in planning, mental parameters, including climate, is less than ideal. Re-
coordination, review and publication of results. As of April, cent interest in climate change detection and advances in
1991, WC members include: technology (e.g., automatic stations) has led to the establish-

-Canadian government agencies (Environment, Energy ment of some new monitoring sites in the Arctic. These in-
Mines & Resources, Indian and Northern Affairs, Forest clude the Canadian Climate Centre's four new permafrost
ry, Agriculture, Tourism, Fisheries and Oceans); stations, which have been providing climate and soil ten-

•provinciaVierritorial agencies from Alberta (Environ- perature data on an hourly basis [Etkin et al., 1988], and a
ment), British Columbia (BChydro), Northwest large number of new snow courses installed in the Great
Territories (Renewable Resources, Energy Mines & Slave Lake and Mackenzie River subbasins [B. Latham, per-
Petroleum Resources), and Yukon Territory (Renewable sonal communication, Dept. of Indian and Northern Affairs,
Resources); Yellowknife]. In addition, paleoclimate activities are gener-
native organizations (Dene, Metis, Inuvialuit, Indian atm more information about pas climates, allowing us toAssociation of Alberta); and aignr nonlo bu atciaealwn st

sprivate industry (ESSO Resources Ltd.). place present trends in the context of longer-term variations,
and in conjunction with native oral histories, providing im-

Schedule portat information on sensitivities to past climates.

This project will extend over a five-year period, though If our planet's climate warms in the 21st century, as the

many of the tasks would be of shorter duration. The need for GChs indicae, what will happen to the Meckenie Basin'

this somewhat lengthy schedule is that certain tasks in Ob- This unique region will undoubtedly experience a number of

jectives 3 and 4 could not proceed beyond an initial phase changes, but at this time, only a rough qualitative picture

without results from other tasks. Most of die tasks will sta can be provided. We need to place ourselves in a position

in 1991. Interim reports are planned for fall IM and win- that will allow us in a few years' time to provide a more

ter 1993)94, describing current baseline conditions, assumed complete answer to this question. This study will contribute
scenarios, preliminary results from the physical and bio- towards accomplishing this goal.
logical tasks and an early progress report on the
socioeconomic tasks. The main report is targeted for spring, ACKNOWLEDGMENTS
1996. Reports on individual tasks would be issue. as they T. Agnew assisted in producing Figure 2. My thanks to F.
are completed. Roots and an anonymous reviewer for their comments. This

paper now includes updates on the Study's plan, reflecting
CLOSING REMARKS progress made since June, 1990. The opinions expressed

Regional impacts studies is a long-term multidisciplinary herein are the author's, and am not necessarily those of
and interdisciplinary research issue, but the field is still in its Environment Canada.
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Allowance for the Relaxation Effects in Global Processes of Heat Transfer

N. Yu. Doronin and G. A. Zablotsky
Arctic and Antarctic Research Institute, Leningrad, USSR.

ABSTRACT
The analysis of assumptions made to derive the differential form of the thermal

energy conservation laws indicates that one of the "strongest" allowances for non-
equilibrium thermodynamics is not fulfilled for geophysical scales. This is the
hypothesis of local equilibrium, which assumes that evolution of a thermodynamic
system is approximated by a set of equilibrium states at non-related time intervals.
The orders of magnitudes of the relaxation time and of the duration of geophysical
processes of heat transfer are comparable. This shows the transitional (unsettled)
character of the latter andi, hence, confirms that the local equilibrium principle is
not applicable. Allowing for the finite velocity of a macro-disturbance propagation
in the mathematical formulation of the conservation law yields high order deriv-
atives by time from the specific internal energy. Conventional consideration of this
problem results in the assumption of infinitely great velocity of thermal disturbance
propagation in a medium. A generalized equation of heat conductivity is then
derived; it coincides with an equation obtained earlier by P. Vernotte and A. V.
Lykov, although it was derived in a different way and for processes at a different
scale. However, the initial assumption of the finite velocity of the thermal dis-
turbance propagation in a medium is common. The formation of the heat flux front,
moving with a finite velocity, at initial stages of relaxation is the principal differ-
ence in the solution of the generalized heat transport equation from the classical
one. The resultant generalized equation is an attempt at an approximate linear
description of essentially non-linear processes of heat transfer in the ocean.
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Problems With the Use of Climatological Data
to Detect Climatic Change at High Latitudes

S. A. Bowling
Alaska Climate Research Center, Geophysical Institute, University of Alaska Fairbanks. Fairbanks, Alaska, U.S.A.

ABSTRACT
Although warming due to increased amounts of C02 and other greenhouse gases

in the atmosphere is predicted to be greatest in high latitudes, results of the GISS
model have already indicated that the ratio Of warming to interannual variability

V- _ will be relatively small, which will make any change hard to detect [Hansen et al.,
Me 1988]. In addition, the climatological data set at high latitudes is scanty and subject

Sto most of the same problems as those in the temperate zone. In fact, the extreme
_- ground inversions, low sun angles, and seasonal polar night or continuous daylight

conditions may lead to systematic errors with magnitudes much greater than would
N I be predicted from midlatitude experience.

The Alaskan record demonstrates possible magnitudes of some of these system-
atic eirors. Both winter and summer heat island effects are large. Site changes
(including documentation problems) may have unexpectedly large effects, and vir-
tually the entire state was affected by a change in time zones made in 1983.

INTRODUCTION AN APPARENT LONG-TERM SUMMER WARMING
Instrumental records from high latitudes suffer from the While looking for differences in the character of summer

same problems as those elsewhere: changes in observation and winter temperature records across the state, we noticed
methods, observation sites, instrumentation and site sur- that virtually all of the large negative summer minimum
roundings can all affect the validity of apparent long4em temperature anomalies at Fairbanks occurred during the

trends. Some of these problems are more difficult to corrct early years of the record, while the large positive anomalies

for at high latitudes. Thus low station density makes it er e recrd line were fite to val

unusually difficult to correct for station location changes, monthly mean minimum and maximum temperatues, the
and extreme variation in sunset and sunrise times is motleenx-iu n mxmmtmertrsh
adetre e vis neMay, June, July, and August minimum temperatures at
pected to complicate correction for observation time. In Fairbanks showed significant upward tnds with time (Fig-
Alaska, this correction must be applied to almost every ur1Nn s w ed in otrens in sumer

station, as time zone changes in October 1983 produced ob- ire 1). No trends were noted in other seaseo in summer

servation time changes of 1 to 2 hours at every station in mxima or at other staions. As the Farbanks record is far

Alaska except YakutaL In other cases, problems may actual- from uniform, we repeated the analysis using only data from
ly be of greater magnitude at high latitudes. For instance, the current Fairbanks International Airport location, and
extreme pound inversions lead to large temperatie found similar trends, though with slightly weaker correla-
changes over short distances (magnifying the potential ef- tions (Figure 2). As there is no sign of such effects in areas
fects of station changes) and unexpectedly large urban heat with smaller populations, it appears that the trend is most

island effects. likely due to a combination of station changes and a summer
This paper deals with three examples of local variations climatological heat island (due to the increasing amount of

or apparent "climate changes" probably due to urban effects, building materials in the vicinity of the airport) of pre.
plus one possible real variation in Alaskan climate, viously unsuspected intensity.
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Figure 1. Suinuer-month meanl daily mnimuum tentperature at Figure 3. Daily mean temperatures at Fairbaiks and nearby sta-
Fairbanks. This is mx extremely heterogeneous record, with major tions; during a severe cold spell. Heavy line is Fairbanks Inter-
station moves in 1929. 1942.1943 and 1951, butg. no J~ siia rns national Airport. elevation 133 mn. Other stations are: Col Ob =
appear in other months or at other stations checked. The four cor College Magnetic Observatory, on the West Ridge of the Uni-
relation coefficients shown wre significant at the 99.9% confidence versity of Alaska at elevation 189 in; Eielson = Eielson Air Force
level. Base, about 40 kmn SE mnd upvalley of the Airport at elevation 167

i; Ex Sta is the University Experiment Station, near the base of
the West Ridge at elevation 145 mn; No Pole is North Pole, between
Fairbanks id Eielson at elevation 145 m; mid Col 5 NW is in the
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Figure 4. Annual mean differences between Fairbanks Weeks
Field temperatures mni University Experiment Station tem-

The Fairbanks are is subject to strong urban heat island pratures, showing increasing heat island as the city of Fairbanks
effects (measured t eas much as139)whenskiesawe grew around Weeks Field.
clear in winter [Bowling and Berian, 1978). Summer heat
islands have hardly been looked at, but they now appear
likely to have more effect on recorded clinm than do the LOCAL VARIABILIT DURING JANUARY 1989
large winter ones, which are masked by large year-to-year January of 1989 was a record-setter in much of Alaska.
variability in winter and seem to be more confined to the Not, however, officially in Fairbanks, where the official
city core. temperatures are recorded downwind of the city. Unofficial

Why doesn't Anchorage show a similar effect? The most temperatures on the upwind side of Fairbanks were much
probable culprit is the Good Friday Earthquake of 1964. The lower, as were many at sturounding climatological stations
earthquake leveled the Control Tower, which required that (Figure 3). All of the stations guhowae within a radius of
the instiuments be relocated. The mnax/inin thermometers 40 Iam, with Bieson being the only one that far firm the
were at Point Campbell, farther fronm pavement anid neare Fairbanks site. The difference between the experimental
the waters of Cook Inlet, by 1971, but there is apparently no station and the airport can pobably be attributed to the heat
record of their location during the intervening period. island effect combined with a time of observation error the
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FIgure S. Anual mea temperatrzes, average of Anchorage, Bar-
row, Fairbanks, amd Nome, since all four airports stabilized posi- YEAR
tions in the mid-1950s. (Changes in instrument location at Anchor-
age may have led to apparent warmer winters and cooler s Figure 6. Northerly wind index ova Alaska, mutual values from
but Anchorage does not mn my way dominate the trend shown, 1965 through 1986 calculated as described in text. A least-squares
which is strongest at Fairbanks and Nome.) regression (not shown) gives a slope of -. 4 in yr-I and a correla-

tion coefficient of 0.68, significam at the 99% level. Note tht this
index camot by its nature be negative, so this trend represents a
decrease in northerly flow intensity of more than a third over 20

spread among the other lowland stations indicates local var- years.
iability. The difference between College 5 NW and the other
stations during the first half of the cold spell indicates a
strong inversion, especially on the 23rd. temperatures Comparison of the University record for

December and January with the Fairbanks record from
THE MISPLACED MOVE AND Weeks Field (near where the Borough Library is now locat-
THE ENCROACHING CITY ed) did indeed show either a decrease in University tern-

Recorded station moves are not necessarily consistent peralure or an increase in the Weeks Field temperatre, but
among different sources, nor are the dates always accurate, suggested a change in the summer of 1946 rather than 1947.
Take the case of the downhill move at the University Ex- The actual station history for the University Experiment Sta-
periment Station. The station list in Climaological Data, tion confirms that ie move was real, but it took place in
Alaska shows an elevation change from 500 feet to 475 feet 1933, 15 years before it was finally brought up to date in
in the summer of 1947. Was it real, or the result of re- Climatological Data.
surveying the area? With known current winter inversion The trend of increasing temperature at Weeks Field rel-
strengths in the University area, such a move could have ative to University affects all summer, fall, and early winter
produced a decrease of a few degrees in recorded winter months (Table 1). It is most logically explained as due to an

increasing heat island effect as Fairbanks grew around
Weeks Field. Although the time period is very short for highsignificance (May 1, 1943 through mid-August 1951) the

Month Points Slope, Correlation Significance trends are extremely consistent from month to month out-
0F yrl Coefficient side of the spring period, with an increase of almost half a

degree per year (Figure 4). Some of the large deviations
from the trend line can even be explained: December 1946

January 8 0.76 0.70 >0.90 and January 1947, both of which show large positive de-
February 8 0.08 0.17 <0.80 viations from the trend line, are known to include a record-
March 8 0.89 0.59 >0.80
April 8 0.05 0.05 <0.80 setting cold spel which, from previous studies, is known to
May 9 0.21 0.51 >0.80 be an ideal setting for a large heat island effect. But un-
June 9 029 0.74 >0.95 answered questions remain. Why does the heat island appear
July 9 027 0.73 >0.95 to weaken during late winter and spring? Why do so many
August 8 0.34 0.84 >0.99 months have large deviations from the trend line in 1947?
September 8 0.42 0.95 >0.999
October 8 0.27 0.85 >0.99 THE 1976 TEMPERATURE STEP:
November 8 0.65 0.67 >0.90 A REAL CHANGE?
December 8 0.68 0.71 >0.95 Me 1976-77 winter in Alaska was astonishingly warm.

At Fairbanks, pussy willows bloomed in November
Table I. Trends of temperature differences (Weeks Field- (author's observation) and daily average temperatures never
University), 1943-1951. reached -30-F. Subsequent winters followed the ume tred
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to a lesser degree, with degree days below -40*F showing a oscillations for several years around the apparent
reduction quite noticeable to long-term residents. An aver- temperature change, and a second steady period, at around
age of four Alaskan stations with good, continuous records, two-thirds the previous level, in the first half of the 1980s
Anchorage, Barrow, Fairbanks, and Nome, show what (Figure 6). It thus seems likely that the observed warming in
appears to be a change in mean annual temperatures at the mid 1970s in Alaska is real and associated with a cir-
around this time (Figure 5). All of these stations are in areas culation shift. Whether it is part of an unusually long-period
that could be affected by urban effects, but a similar step, oscillation or has something to do with carbon dioxide is
which there appears to interrupt an overall downward trend, still a mystery.
appears at McGrath, with a population of under 1000
people. Is it real? And will it last? CONCLUSIONS

In an attempt to find a somewhat independent measure of Use of high-latitude instrumental data to deduce long-
climate shift, be it temporary or permanent, we used 700-mb term trends is risky at best, and should be attempted only
grid point heights at 60-N 150 0W, 65-N 160-W, 65°N with reference to the fullest available station histories and
140 0W, and 700N 150W to estimate changes in geostrophic some knowledge of the local topography, settlement history,
flow. The usual net north-south and east-west flows would and microclimates. Changes documented by more than one
have been ambiguous as to whether an increase in net south- type of data (e.g., soundings as well as surface tem-
erly flow, for instance, was caused by an increase in the peratures) can be considered better supported than simple
frequency or intensity of southerly flow or a decrease in temperature measurements, but such data are rarely avail-
northerly flow. To get around this, we summed the positive able for really long time series.
differences between 1600W and 1400W as northerly flow
and the negative differences as southerly flow at 650N over REFERENCES
Alaska, dividing by the actual number of soundings used to Bowling, S. A., Climatology of high-latitude air pollution as
compensate for missing data. The differences between 600N illustrated by Fairbanks and Anchorage, Alaska, J. Clin.
and 700N at 150OW were similarly treated, with positive dif- Appl. Meteorol., 25, 22-34, 1986.
ferences contributing to westerly flow and negative differ- Bowling, S. A., and C. S. Benson, Study of the subarctic
ences to easterly flow. heat island at Fairbanks, Alaska, EPA Report EPA-6004.

The somewhat unexpected result was that all four indices 78-027,149 pp., 1978.
decreased in absolute value over the period from 1965 Hansen, J., I. Fung, A. Lacis, D. Rind, S. Lebedeff, R.
through 1986, suggesting a general reduction in the intensity Ruedy, and G. Russell, Global climate changes as fore-
of circulation over Alaska. The only significant decrease, cast by Goddard Institute for Space Studies three-
however, was that in northerly flow, which showed a fairly dimensional model, J. Geophys. Res., 93, 9341-9364,
consistent high level early in the time series, rather violent 1988.
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A Winter Season Synoptic Climatology of Alaska:

1956-1986

Mary F. Milkovich
Institute of Marine Science, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
An objective, descriptive study of Alaska's winter climate is undertaken to iden-

tify regional monthly mean surface temperature and precipitation variability during
the thirty-year period from 1956-57 to 1985-86. Ten basic anomaly 700-mb height1' patterns are described in terms of frequency of occurrence and possible associations
with the surface climate variability observed in the nine NOAA land-based climate

divisions of Alaska and the Gulf of Alaska (tenth division). Results indicate a cool,
dry period from 1964-1976. Anomaly height patterns occurring during this period
were predominantly characterized by northerly/northwesterly flow from the High
Arctic or northeasterly flow from the Canadian Interior. The period from 1956-
1962 was generally warm, and the most frequently occurring anomaly height pat-
terns were characterized by southerly flow. The period following 1977 is the most
variable of the thirty-year record. This period also includes some of the warmest
temperatures seen in the records. "Cold" anomaly height patterns are interspersed
among the slightly more frequent "warm" anomaly height patterns from 1977-
1986. Overall seasonal-scale linear (best-fit approximations) trends appear to indi-
cate a warmer, drier shift in the Interior climate and a warmer, wetter shift in the
southern coastal climate.

INTRODUCTION climatology and the major upper-air circulation features
The Alaska climate system is an important, but little associated with the winter climate [Milkovich, 1989].

understood part of the Arctic and, in turn, global climate The climate of Alaska's winter is characterized by a large
system. As more emphasis (International Geosphere- variability in weather parameters. The dynamic meteorology
Biosphere Program, Fost Global Atmospheric Research of the region is the result of multi-directional feedback loops
Program) is now being placed on global change and the glo- between atmospheric, land, and ocean components. Current
bal climate system, it is becoming increasingly apparent research is primarily focused on the winter season because it
how little is known about the Arctic region's climatology. is the most dynamically variable season in Alaska and the
However, current investigations of climatic variability have Arctic, and because climate models indicate that the greatest
indicated that the Arctic and sub-Arctic are the regions with global change may take place during the Arctic winter sca-
the greatest potential for change [Spelman and Manabe, son. Previous research has shown that two of the most
1984; Lachenbruch and Marshall, 1986; Bowling, 19881. In s
an effort to respond to this challenge for a more complete prominent atmospheric features direcdy affecting Alaska's
understanding of the region's climate behavior, a renewed winter climate variability ae the somewhat persistent Aleu-
emphasis is being placed on Alaska and Arctic climate dan Low (Gulf of Alaska) and the Siberian High (interior
research [IGBP;, Barry, 1985; Milkovich, 1989; Royer, and northern sections of the state). The Gulf of Alaska and
1991; Walsh and Chapman, 1991]. One of the first major the entir North Pacific sector are well-noted regions of
steps in this renewed Arctic effort is to objectively define intense cyclogenesis and storm decay [Namias, 1975;
Alaska's basic winter climate elements--the surface Anderson et al., 19881.
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The components of Alaska's surface climatology and the the Arctic/sub-Arctic region. The six winter months (Octo-
overlying atmospheric circulation play equally important ber 1 to March 31) for the winters of 1956-57 to 1985-86
roles in determining the region's overall climate. The wide were used. The winter months were defined based on the
range of topography found in Alaska and the actual geo- "breaks" in the temperature records in all regions, and
graphic area covered by the state contribute to a great diver- through discussion [personal communication with T.
sity of localized winter phenomena. Alaska is also Fathauer, NWS Fairbanks; S. A. Bowling, G. Weller, and
surrounded by three major bodies of water-the North others, Geophysical Institute, University of Alaska Fair-
Pacific (Gulf of Alaska), the Bering Sea, and the Arctic banks]. Twice-daily data were averaged into monthly mean
Ocean. The latter two are ice-covered to varying extents grids. If more than 80% of a month's data were missing, the
throughout the winter season. entire month of data was declared to be missing. After

In this paper, Alaska's winter climate is investigated in screening the data, 169 out of 180 months remained. Long-
terms of a synoptic climatology. As defined by Barry and term (30-year) means for each of the six winter months were
Perry [1973], a synoptic climatology is "concerned with calculated and then the mean values were subtracted from
obaining insight into local or regional climates by exam- the appropriate individual months to obtain anomaly pat-
ining the relationships of weather elements, individually, or terns. These anomaly patterns were then used in the pattern
collectively to atmospheric circulation processes." Weather classification processing.
elements considered here are monthly mean temperature and The surface climate of Alaska was represented by
precipitation. Atmospheric circulation processes are limited monthly mean surface temperature and precipitation. The
here to the monthly mean 700-mb anomaly height patterns. same six-month winter period was employed. Because of

the wide variety of winter weather occurring in Alaska, mul-
DATA tiple climate divisions were used rather than statewide aver-

The data used in the circulation pattern classification pre- ages. The divisions (Figure 1) consist of- Southeastern,
sented here are adapted from the 700-mb Northern Hemi- South Coast, Southwestern Islands, Copper River, Cook
sphere analysis charts (NMC) which have been interpolated Inlet, Bristol Bay, West Central, Interior Basin, Arctic
by NCAR to a 5 x 5 longitude-4atitude spacing of geo- Drainage, and Gulf of Alaska. The first nine are the NOAA
potential heights [Jenne, 1975]. Both 0000 GMT and 1200 climate divisions for the state and are based on similarities
GMT data are included in the analysis presented here. The in geographic, temperature, and watershed characteristics.
initial NCAR data set was reduced to emphasize the region The Gulf of Alaska was represented by sea surface tern-
bounded by 40*N-800 N and 0E-3600 E in order to focus on perature, but no precipitation data.

s~• lw35rUaM ISLAND

S .A oUL o, ALAA

Fir .Th. tma climate diviions of Alaska, ariau NOAA [1956.-1986J.
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Monthly mean temperature and precipitation values for METHODOLOGY
each division were calculated from daily average values at An adaptation of the Lund [1963]/Kirchhofer [1973] pat-
long-term stations within each division [NOAA, 1956- tern classification scheme was applied to the 700-mb anom-
19861, aly data in order to obtain a catalog of basic patterns

occurring over the thirty winter seasons from 1956-57 to
1985-86. The method classifies individual maps into cat-
egories based on similarities between maps as determined
by a correlation coefficient threshold in a least squares-

Pattern Original Fmbased calculation. The method is an objective or "computer-
assisted" technique [Yarnal, 19841; although, as with any

1 29 28 known classification scheme, there is some subjectivity

2 29 24 involved as one must choose optimum thresholds to be satis-

3 15 16 fled [Yarnal and White, 1987]. In this case, thresholds

4 17 15 included the r value, the minimum association size for basic

5 6 10 pattern designation, and extent of geographic area covered.

6 9 9 After several test runs, the optimal thresholds chosen wee

7 7 8 r=0.60, five-map minimum to be a category, and a geo-
graphic area bounded by 40ON--80N and 1400E-1 150 W.

9 8 8 Surface temperature is presented as time series both for

9 6 6 individual months and for season averages. A linear best-fit
10 6 6 trend approximation has also been calculated. An identical

procedure was performed for precipitation. A total of 14
Table 1. Anomaly pattern classification results. Original refers to division-based time series (one precipitation series and one
the map distribution during the initial Basic Anomaly Ptseern
selection process; Final refers to the mp distribution after all mps tempetu series for each division for each winter month-
were sorted into their respective "best"Basic Anomaly Pattern cat- one winter season precipitation series and one winter season
egory; minimum thresholds used in the classification process: temperature series for each division) were examined for the
rAB=0.6 W 5 maps per catiegory, nine land-based divisions, and seven time series (no pre-
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Pattern Temperature Precipitation Pattern Temperature Precipitation

Southeastern (Division 1) West Central (Division 7)
1 cool dry 1 cool wet
2 warn wet 2 warm dry
3 warm wet 3 warm dry
4 cool dry 4 C/w 4dw
5 warm dry 5 warm dtw
6 warm wet 6 cool dry
7 cool dry 7 C/w d/w
8 cool dry 8 warm wet
9 warm wet 9 warm d/w

10 w/c wet 10 cool dry
South Coast (Division 2) Interior Basin (Division 8)

1 cool dry 1 cool wet
2 warm wet 2 warm dry
3 warm wet 3 warm dry
4 cool dry 4 cool d/w
5 warm wet 5 warm d/w
6 w/c wet 6 cool w/d
7 cool dry 7 cool w/d
8 warm dry 8 wam wet
9 cool dry 9 warm dry

10 cool wet 10 cool wet
Southwestern Islands (Division 3) Arctic Drainage (Division 9)

1 warm dry 1 c/w wet
2 warm w/d 2 warm d/w
3 warm dry 3 cool w/d
4 C/w dry 4 c/w /w
5 w/C dry 5 warm d/w
6 cool wet 6 cool w/d
7 c/d d/w 7 cool dtw
8 warm wet 8 warm wet
9 w/c dry 9 warm d/w

10 w/c dry 10 cool w/d
Copper River (Division 4) Gulf of Alaska (Division 10)

I cool dry 1 cool na
2 warm dry 2 cool na
3 warm wet 3 warm na
4 cool dry 4 cool na
5 w/c dry 5 warm na
6 warm wet 6 cool ua
7 cool dry 7 c/w na
8 warm wet 8 warm na
9 w/c d/w 9 cool na

10 wam wet 10 cool na
Cook Inlet (Division 5) Statewide (all Divisions)

1 cool d/w I cool dry
2 warm d/w 2 wORm w/d
3 warm wet 3 warm dry
4 cool dry 4 cool dry
5 warm w/d 5 warm w/d
6 warm w/d 6 cool wet
7 cool dry 7 cool wld
8 wam dry 8 warm dry
9 cool dry 9 w/c dry

10 cool wet 10 cool wet
Bristol Bay (Division 6)

1 cool d/w
2 warm d/w Table 2. Regional correlation results: monthly mean limate nd
3 warm dry Basic Anomaly Pattern associations. Climate variables include
4 cool dry mondy mean tempeatre - nI preciitation chma isics. w/d =
Swarm wet mixed pMct-tm w/c - mixed temperau (See text for further

6 cool dry expion.)
7 cool wet
8 warm dry
9 cool d/w

10 cool dry
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Figure 3 (a-0). Basic Anomaly Patter the dat an the paterns refers to the actual dute of the basic pattern map"h Basic Anomaly Pat-
tirns are not an average of several different maps; uts are meters. and contours wre 30-mn departures from the thirty-year mean 700-mb geo-
potential heights for the corresponding month.

cipitation) were examined for the Gulf of Alaska. The win- distnguish similarities and differences over the thirty years
ter season time series for each division are presented in Fig- within each division.
ure 2a-k. The time series were examined visaly to note In order to comnplete the synoptic climatology process, it
cycles, persistent warm or cool/wet or dry periods, and peri- was necessary to examine the correspondence between the
ods of extremne variability [Mllkovich, 1989]. The different circulation patterns and the surface weather. In this study,
divisions were then subjectively comtpared to each other to circulation patterns were defined to be warm~cool/mixed
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mate observed at the times the pattern occurred over the wre 3a) is a broad positive anomaly centered at 170°W,
thirty-year period. A pattern was considered to be a warm 45°N. Ala is under a region of below-normal heights.

pattern for a specific division if the majority of its occur- The largest central departure of the anomaly pattern is
rences took place whon the temperature in that division was +120 . The basic pattern is from December 1965. The pat-
above the associated thity-yeaen for f that division. Sie- tern is well disributed throughout the winter season. It

ilarly, cool patterns were flose occurring primiarily when the occurred consistently until 1976. There are 28 similar maps.temperatre was below the associated thirty-year mean. Bi2 (Figure 3b) is noted for its area of negative height
Mited paterns were those in which there was no pre- depa a dpt n l centered at 500N, 1550W. Central departure
dominant tempecituc mode. Precipit ajon characteristics value is -150 n. Southeast flow results over mainland
were handled similarly. The associations were noted within Alaska. The basic pattern is from December 1969 and there
each of the ten divisions, and r ean o a statewide bais. The a 24 maps similar to it Fifty percent of these similar maps
statewide associations were determined similarly. The only occurred prior to 1971. The maps ar concentrated from
difference was that the thirty-year mean values applied were 1972-1982.
statewide averages determined by averaging the ten divi- BP3 (Figure 3c) is based on November 1959 and there
sional valuesi are 16 similar maps. The pattern was nonexistent from 1960

to 1975. It is primarily a December/January pattern. Alaska

DISCUSSION is situated under an area of above-normal heights. Interior
Alaska experiences northerly flow, while the remainder of

Anomaly Patterns the state receives S/SE flow.

The classification procedure described above resulted in BP4 (Figure 3d) has 15 maps similar to iL The basic pat-
ten basic pattern (BP) categories. Seventy-eight percent of tern is from February 1982. It occurs most frequently after
the 169 complete anomaly maps were classified into these 1969. Alaska's Interior receives northerly flow from the
ten categories. Table I shows the individual number of Arctic and the Bering Sea coast is in a belt of westerlies.
maps in each basic pattern category at the two stages of map BPS (Figure 3e) places Alaska under weak west or east
sorting. Basic pattern descriptions follow, flow. There are 10 maps similar to the basic pattern and the
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basic pattern is dated February 1986. The pattern is most the Gulf of Alaska coastline. There is no indication of any
frequent after 1979 and is predominantly a February pattern, change in the Arctic Drainage division.

BP6 (Figure 30 is from January 1976 and there are 6 Other trends may exist elsewhere in the state, but due in
maps similar to it. It is most prevalent in the 1960s and early part to the cyclic nature of the data (especially temperature),
1970s. It is a mid-winter pattern and is not seen after 1976. they are not evident based on linear fits to the data. One

BP7 (Figure 3g) is similar to the West Pacific Oscillation such hidden trend might be the Gulf of Alaska sea surface
Pattern as denoted by Bauston and Livezey [1987]. There temperatures which seem to exhibit a very low frequency
are 8 maps similar to the basic pattern and the basic pattern oscillation of about 20 years [Royer, 1991].
comes from October 1985. The pattern is most concentrated
from 1967-1971. Synoptic Climatology

BP8 (Figure 3h) also has 8 similar maps. The basic pat- As the final part of the study, Basic Patterns are now
tern is from February 1962. The pattern seens to occur in described in terms of the climate predominant during their
late winter and interestingly, only in seasons distinguished occurrences. Table 2 shows the warm, cool, or mixed tern-
by ENSO events [Namias, 1976; Douglas et al, 1982; Cane, perature, and wet, dry, or mixed precipitation characteristics
1983; Niebauer, 1988]. The most prominent feature is a of each of the Basic Patterns on a divisional basis and
broad positive anomaly. finally on a statewide basis.

BP9 (Figure 3j) splits the flow pattern over Alaska. There Winter season monthly mean termperatures seem to be
are 7 maps similar to it and the basic pattern is from Decem- strongly tied to advective processes of heat transport and
ber 1982. The maps are scattered throughout the thirty thus, atmospheric circulation. The coolest periods during the
years. 1960s and 1970s appear in both SST and land temperature

BP1O (Figure 3k) places Alaska under below normal records. Douglas et al. [1982] found that the most prevalent
heights everywhere. The basic pattern is from February 700-mb circulation present during that period had strength-
1971 and there are 6 maps similar to it. The pattern occurs ened northerly flow. This corresponds well with the results
from 1969-1971. presented here. During the cold period from 1964-1976,

To summarize, the most common map featured a large BP3 and BP8 (warm patterns) did not occur. Pattern I (cold,
positive anomaly centered over the ocean just south of the dry) was very common. During the period from 1977 on,
Aleutian Chain. The second most common map resembled BPI did not occur, but BP2 (warm), BP3, and BP8 were
the Aleutian Low pattern positioned over the western Gulf common. This seems to indicate a strong connection
of Alaska between 700-mb circulation fluctuation and the variability

in SST and land-based temperatures This concept is also
Surface Climate supported by Namias et al. [1988].

Alaska's surface climate data were broken into ten geo- Unfortunately, the relation between precipitation and
graphic divisions (Figure 1) [NOAA, 1956-1986] and repre- monthly mean circulation patterns is not as well defined.
sented by monthly mean temperature and precipitation This may be due to the fact that precipitation is a shorter-
(Figure 2a-k). Results are presented by division as time period event and more sensitive to individual storms rather
series of seasonal averages of monthly data. The heaviest than monthly mean scale pattern
precipitation was seen in the divisions along the north and
east boundaries of the Gulf of Alaska (Figure 2a,b,e). This SUMMARY
was also the region of greatest variability in precipitation Alaska's winter climatology has been described in terms
amounts. The driest period of the record was seen from the of the associated 700-mb geopotential height anomaly pat-
mid-1960s to the mid-1970s. terns and regional surface level tempe tnr/wecipitation

Temperature variability is greatest in the West Central records. In doing so, monthly scale circulation anomaly pat-
and Interior Basin divisions. In all divisions, the tem- terns have been classified into ten distinct basic categories.
peratures in the 1950s were warmer than their respective A total of 78% of the monthly anomaly maps from 1956-57
divisional thirty-year mean values. The period from 1964 to to 1985-86 can be classified (r>0.60) into these categories.
1977 was cold and dry. This departure was most pro- Among the major features seen in these patterns am a pos-
nonced in the Interior Basin and the coastal divisions. The itive or negative anomaly over the western Gulf of Alaska, a
coldest seasons occurred from 1968-1977. Gulf of Alaska positive anomaly over Siberia, a negative anomaly over
sea surface temperatures and land-based temperatures were southeastern Alaska, and a zero height departure zone over
both lower than their respective divisional thirty-year mean the Interior Division.
values. In fact, throughout the records, the sea surface Regional climate has been described in terms of its tern-
temperature seems to behave similarly to the land-based perature and precipitation over the same thirty-year winter
temperatures or vice versa. The period following 1977 is the period (1956-1986). Ten climate divisions were used. The
most variable of the thirty-year record both from winter to most variable precipitation occurred closest to the Gulf of
winter and from division to division. It is generally warmer Alaska. The most variable temperatures occurred in the
than the thirty-year mean values in all divisions. Interior Basin and Arctic Drainage divisions. There appears

Based on a linear trend at the 90% confidence level, only to be a connection between the Gulf of Alaska sea surface
the Bristol Bay Division shows significant warming. Copper temperatures and the precipitation variability in the coastal
River Division shows the only significant precipitation divisions and a connection with the tempemtures throughout
trend--a decrease. In a broad sense, however, there appears the state. On a seasonal scale, it was shown that the coldest
to be a warming tendency in the Interior and coastal regions, extended period occurred from 1964-1975, the warmest
a drier tendency in the Interior, and a wetter tendency along extended period was prior to that. The most variable winters
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and, in a few cases, the warmest winters followed after specific patterns tended to exist during specific types of
1975. A linear least squares fit to the time series of winter weather. Warm and/or wet patterns were not present during
season average temperatures and precipitation indicates the the cold, dry winters, but they were present in the periods
possibility of a significant (90% CI) warming in the Bristol prior and after. Patterns with local northwesterly/northerly
Bay Division and a slight warming (though not significant and, in some cases, westerly flow occurred concurrently
at 90% CI) in the Interior Basin division. with cool SST and cool air temp Over, , however,

Seasonal precipitation averages were quite variable precipitation was not well descpbed by the monthly anom-
throughout the a, and from season to season. The linear wel dcb ytm hyn
trend approximation indicates a tendency towards wetter in aly e patterns.
the Southwestern Islands division and a significant drying in Ths research was meant to serve as a foundation for
the Copper River division. future Alaska climate research. Although it has provided

When the atmospheric circulation anomalies were com- new information about Alaska's winter climate, there is still
bined with the surface climate, associations were quite evi- much more work yet to be accomplished in terms of under-
dent. The basic patterns could, in fact, be defined according standing Alaskan climate and its role in the Arctic climate
to the most prevalent climatic characteristics of a region, as system.
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A Two-Year Record of the Climate on the Greenland Crest
from an Automatic Weather Station

George A. Weidner and Charles I. Steams
Department of Meteorology, University of Wisconsin-Madison, Madison, Wisconsin, U.A.

ABSTRACT
An automatic weather station (AWS) was installed on the Greenland Summit

(72.30°N, 38.00*W, 3210 m) in May 1987. The AWS unit operated for two years
until May 1989 when it was moved to Fresh Air Site (72.82N, 38.82W, 3185 m),

Nan air sampling site, where it is still operating. The AWS data were transmitted to
the ARGOS data collection system on the NOAA polar-orbiting satellites. The

W E AWS unit measures wind speed and direction, air temperature, and the relative
__ humidity at a nominal height of 3 m, air pressure at the height of the electronics
W enclosure, and the vertical air temperature difference between 3.0 and 0.5 m. The

SI ~latent and sensible heat from the snow surface to the air were estimated using the
N wind speed, vertical air temperature difference, and the relative humidity.

The data are compared with those from two earlier stations, Eismitte (70.900N,
40.70°W, 3000 in) from September 1930 through August 1931 (Wegener's expedi-
tion) and Station Centrale (70.920 N, 40.640 W, 2993 m) from September 1949
through August 1951 (Victor's expedition). The winds observed at Cathy Site were
quite similar to those observed at the two previous stations. Also, the large fluctua-
tions in temperature observed during the winter months at the two historic stations
were observed at Cathy Site. The transition from positive to negative values for the
sensible and latent heat flux occurred in October.

INTRODUCTION then formatted into three-hourly summaries similar to the
An automatic weather station (AWS) unit was placed at Local Climatic Data sheets provided by the National Cli-

72.30°N, 38.00*W on the Greenland Ice Sheet at an eleva- mate Center from observing stations in the United States.
tion of 3210 meters on 4 May 1987 at Cathy Site (see Figure The following analyses are based on this data set.
1). The AWS unit was the type used in the Antarctic and is
described by Stearns and Weidner [1990]. The AWS unit COMPARISON WITH EISMITTE
measures air temperature, relative humidity, and wind speed AND STATION CENTRALE
and direction at a nominal height of 3 m above the surface, Historical data are available [Putnins, 1970] from the ex-
air pressure at the height of the electronics enclosure, and peditions of Wegener (1930-1931) at Eismitte (70.900N,
the air temperature difference between 3.0 and 0.5 m. The 40.700W, 3000 m) and Victor (1949-1951) at Station Cen-
AWS unit was in place at Cat, Site for two years, being re- trale (70.92*N, 40.64*W, 2993 in). The locations are shown
moved at the end of May 1989 in Figure 1.

The data are collected at 10-minute intervals and rans- Air temperature data are compred in Figure 2. The data
milled to the NOAA series polar-orbiting satellites. Of a from the earlier expeditions we plotted so as to conform to
possible 144 values at 10-minute intervals in 24 hours, 120 the May through May time period at Cathy Site; thus month-
values are usually received, depending on a particular sat- ly values am not necessarily consecutive. The large var-
ellite orbit and the location of the AWS unit. The data ae iability of the air temperature during the winter months
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Figure 1. Map of Greenland Crest showing location of Cathy Site,
Eismitte, and Station Centrale. The wind rose at Cathy site gives
the percentage of wind observations in 10* wide sectors. The scale n- o o
below the wind rose is the percent of observations relaed to the
length of the lines used in the wind rose. AWS units were installed 0
at GRIP, GISP2, and Kemo in June 1989. 7 Uo.

£ 0

1650 £o *0

observed at Eismitte and Station Centrale was also observed 0 0

at Cathy site, as evidenced by the wide range in monthly 0
mean values. However, May 1989 at Cathy site was colder W,-
by some 70C dn the other values. In November 1987 the a ,, ,m-, M" I =
maximum air temperature at Cathy site was -6.9°C (the +_ :
same asMay1987)andtheminimumwas-55.20C, adiffer- M, J5 A S 0 J F M A V

ence of 480C. The standard deviation for the three-hourly Fe
values was over 10*C, compared with values of 3-41C for Figure 3. Plot of monthly mean s for Cathy Site.
AWS units in the interior of Antarctica. As others have ob-
served it is the advection of warm air onto the Greenland lce
Sheet that regulates the climate of the interior during the SENSIBLE AND LATENT HEAT FLUX ESTIMATES
winter months. The bulk aerodynamic method based on the surface layer

Figure 3 shows the monthly mean values of pressure at theory of Leuan [1979] for strong inversion cases is used to
Cathy site for the 25 months of data available. Then is estimate the sensible heat flux using the vertical temperature
again more variability during the winter months as one difference, the wind speed, and an assumed surface rough-
would expect given the more frequent and intense ston ness [Steams, 1985]. The surface temperature, obtained
systems.

A wind rose showing percent of wind observations from from the sensible heat flux estimate and profile theory, d-
each 100 wind direction sector is given in Figure 1. Winds terries the surface vapor pressure assuming saturation
were more frequently from the southwest quadrant at Ca with respect to ice at the surface. Then an estimate of the
site than at Station Centrale, where two-thirds of observed latent heat flux can be made from the wind speed and the
wind directions were from 80 to 170" [Pubnins, 1970. Fig- specific humidity difference between 3 m and the surface
ure 4 gives the mean wind speed versus direction at Cathy using the bulk aerodynamic method.
site. Winds were strongest (5.1 m -1) on average from the The bulk aerodynamic method of estimating the sensible
160o_1700 and the 2400-2500 sectors. The mean wind speed and latent heat flux in the surface layer requires that the sur-
for the year was approximately 4 m s-l The aerovane would face roughness and displacement height of the surface be
"freeze" up for extended periods during the winter months, known. The snow surface height increases with time relative
introducing some bias in the monthly mean wind speed. to the AWS installation and the surface roughness may
Maximum wind speeds were frequently over 15 m s-1 with change with wind speed. A change of surface roughness
the absolute maximum wind speed observed equal to 20 m from 0.3 nun to 1 mm increases the sensible heat flux by
s-1. Being near or at the Greenland crest the katabetic or 20*. An increase in the displacement height of 0.25 m will
downslope winds are not present at Cathy site, increase the sensible heat flux by 25% for negative heat
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puted and then averaged. The estimated values for the first
C nine months of data are given in Figure 4. In February 1988

na e"WA. the bottom sensor became buried in snow. Positive values
4 Uap 1,87 to 31 ay ,a indicate heat fluxes away from the surface to the air. In

* order to reduce radiation errors as much as possible, fluxes
* were not computed when the wind speed was less than 1.0

nm S -1 .

$. The values for sensible and latent heat fluxes agree with
similarly obtained values from Antarctica using similar
equipment and method [Stearns and Wendler, 1988]. How-
and correspond to the sublimation of ice amounting to the

removal of about ten centimeters of ice from May through
Noveber1987. Comparisons are being made between

evidence from snow pits and the AWS data. The humidity
sensor range of observations decreases with decreasing tem-

-- pezature until -400C, at which temperature the output is
- essentially constant at 50%. The maximum value of relative

humidity is less than ice saturation at temperatures below
- freezing. Thus it is not likely that reasonable values of latent

-' ' heat flux can be obtained during the winter months.
b ,.r, The displacement height of the surface was also not taken

Figure 4. Mean wind speed as a function of 10*-wide wind direc- into account An acoustic depth gauge was not functioning
tion sector for Cathy Site. The units of wind speed in Ohe vertical correctly but in the future it is hoped that these devices can
and horizontal are m s-1 with positive values for an estely ad Provide reliable surface height data. In addition, a future
northerly wind iection. AWS unit measuring snow temperature profiles can provide

another estimate of the snow surface temperature.
Cathy Skt AWS. Greenland

Monthly e- of Latent ncd Seol le Heat Flux
M17 to 31 Janur m SU MARY

00- N The use of automatic weather stations in remote regions
3. a Flux ,. provides an excellent opportmity to provide long-term

- records of the local climate. The single AWS unit deployed
20.- on the Greenland Ice Sheet from May 1987 through May
10.. as that found in the interior of Antarctica. With future mod-

0 o 0 w burled. inwow ifications and expanded sensor inputs, an AWS could be a
C 0. valuable tool in monitoring climate trends in remote regions.
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Snow Temperature Prordes and Heat Fluxes Measured on the Greenland Cres

by an Automatic Weather Station
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Department of Meteorology, University of Wisconsin-Madison, Madsn, Wisconsin, U.SA.

ABSTRACT
In June 1989 three automatic weather station (AWS) units were installed on the

Greenland crest at the GISP2 (78.580N, 38.460 W, 3205 m) and GRIP (78.570 N,
37.620 W, 3230 m) ice coring sites and at Kenton (72.280N, 38.800 W, 3185 m), the
air sampling site. The purpose of the AWS units is to measure the local meteor-
ological variables, including snow temperatures at various depths, in support of ice
coring studies. The AWS units measure wind speed and direction, air temperature,
and relative humidity at a nominal height of 3.6 meters, air pressure at the elec-
tronics enclosure, and air temperature difference between 3.6 m and 0.5 m. The
AWS units at GISP2 and GRIP also measure solar radiation, and seven snow
temperatures from the surface to a depth of approximately 4 m in the snow. The
data are updated at 10-minute intervals and transmitted to the ARGOS data collec-
tion system on board the NOAA series of polar-orbiting satellites. The air tem-
perature and snow temperatures are presented as a function of time for the period
from June 8, 1989 to August 31, 1990 and as tautochrones at 30-day intervals. The
heat flux into the snow is determined from the daily mean snow temperature
between the day after and the day before using the volumetric heat capacity of the
snow assuming a snow density of 300 kg m-3. The daily mean heat flux into the
snow between the highest and the lowest levels of snow temperature is presented as
a function of time.

INTRODUCTION between 3.6 and 0.5 m. The AWS units at GISP2 and GRIP
An automatic weather station (AWS) was installed at also measure solar radiation, and seven snow temperatur

Cathy site (72.30N, 38.00W, 3210 m) on the Greenland from the surface to a depth of approximately 4 m in the
Crest in May 1987. The AWS unit operated until June 1989 snow. The data are transimitted to the ARGOS data collec-
when it was removed and installed at Kenton (72.28-N, tion system on board the NOAA series of polar-orbiting
38.80*W, 3185 m), the air sampling site. During t same satellites. More details on the AWS unit are given in Stearns
month AWS units were installed at GISP2 (78.580N, and Weidner [19901.
38.460W, 3205 m), the U.S. ice coring site, and at GRIP
(78.57*N, 37.62°W, 3230 m), the European ice coring site. SNOW TEMPERATURE MEASUREMENT
Figure I and Stearms and Weidner [1990] show the locations The AWS units at GISP2 and GRIP are equipped with an
of the AWS sites on Greenland. The purpose of the AWS Intersil ICL-7605 differential amplifier with a gain of 480
units is to monitor the meteorology on the Greenland Crest and an RCA-CD4097B eight-chamel differential multi-
in support of the ice coring studies. The AWS units measure plexer. The snow temperature difference sensors are two-
wind speed and direction, air temperature, and relative junction copper-constantan thermocouples inserted into 1/4-
humidity at a nominal height of 3.6 i, air pressure at the inch aluminum tubing 30 cm long, potted with room tern.
electronics enclosure, the vertical air temperatue difference perature vulcanizing rubber, and wrapped with aluminized
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function of temperature for two copper constantan junctions.
Considering the vertical axis as positive upwards, a positive
thermocouple output resulted when the higher sensor was

73N warmer. Starting at the -1.05-rn level, where the temperaure
was measured, the temperature diffeeces were added to
obtain the temperature at the next level up and subtracted
for the next level down. Between 2 and 30 data sets at each
level in t snow and air for each day are averaged to obtain

GISP2 *GRI P  the mean temperature for the day.

2! SNOW TEMPERATURE RESULTS
9 oKENTON The snow surface level on the crest of Greenland changes

__H \ , during the course of the year and can amount to as much as0.75 m/year increase in the height relative to the

temperature profile. The actual snow accumulation around
72N the AWS unit from June 8, 1989 to July 25, 1990 was about

o 0.5 m. The actual times of changes in the snow level are not
known.

Figure 2 shows the snow temperature tautochrones or
lines of constant time as a function of depth on the ninth day

oAWS UNITS of each month from June 1989 to August 1990. Weller and
I -Schwerdtfeger [1977] present snow temperature tau-

40W 38W 36W tochrones measured at Plateau Station, Antarctica (78.25 0S,
40.50E. 3624 m) in 1967. At GISP2 the mean snow tern-

Figure 1. Map of Greenlmd showing the locations of die auto- pcrature at a depth of 4.0? m is -32.60 C and at Plateau
matic weather station =fits as of June 1989. Cathy site operated Station is -60.50C. Dalrymple et al. [1963] present snow
from May 1987 to June 1989 thei was moved to Kenton site at the tendue ta ochrones measured at the South Pole
GISP2 air samplin site. GISP2 and GRIP were instaled in June em W5 t fuom mah 1t Dee 31 1957
1989. The contor line units we meters above mean sea leveL The (90.00°S, 2835 m) from March I to December 31, 1957.
UmeLtN ws the locations of GISP2, GRIP, mnd Kenton sites The annual mean temperatur at South Pole was -500C and
o n= ws the anual range of temperature at the snow surface was

420C. The annual range of temperature at 0.20 in at GISP2,
based on Figure 2, is 430C and at Plateau Station the annual

mylar to minimize the absorption of solar radiation. 11e range of temperature is about 350C. The annual range of
snow sensor depths at the tune of installation we 0.20, tempature is similar for the three sites but the mean values
snow5,-0.30,-0.55 sensor -e2.05 atd the time of ins o n r at -4.0 m differ significantly. The AWS sites at D-80-0.05, -0.30, -0.55. -1.05, -2.05, and -4.0? m. The sensors (70.02 'S, 134.72"E, 2500 mn), Dome C (74.50°S, 123.00eE,
from -0.05 m to -2.05 m were inserted horizontally into the in80 m), and Clean Air (90.00S, 2835 in) had mean air
corner of a 2-m-deep pit about 4 m from the AWS tower rel- 38 ) n la i 9.0 85r)hdma i
ative to the snow surface at the time of installation. Negative temperares of -41.6-C, -51.5-C, and -51.0°C respectively
dephsarve lo w the snow surface atd theptimeoofn stai ative in 1989 [Keller et al., 1990] which should be comparable to
depths am below the initial snow surface and positive depths the mean snow temperatue at a depth of -4 m. The higher
a0.rm av tnosua at the time of istalltie. Te mean 4.07-m snow temperature at GISP2 is due to some-
0.20-r and unused 0A5-m sensors were supported above thing other than just differences in latitude in comparison to
the snow with a styrofoam frame. The 0.0-m sensor was Antarctica. D-80 is 10-C colder although r latitude farther
quickly covered with drifting snow probably due to the sur- from the pole and 730 m less in elevation above sea level
face being disturbed during the installation of the AWS unit. than GISP2. The difference in mean annual temperatures ae
The -4.07-m sensor was installed by drilling a 6-inch- likely due to the frequent advection of warm air onto Green-
diameter hole in the bottom of the 2-m pit to a depth of land. Examples of thatra apparent in Figure 2 for
more than 4 m from the surface. The exact depth of the December 9, 1989. Figure 3 shows the daily mean air tem-
-4.0?-m temperature sensor is not known but appears to be perature at 3.6 m and the daily mean snow temperature at
about -3.6 m. The thermocouple voltages am measured -0.55 m versus the number of the day starting with June 8,
between adjacent depths and the snow temperature is meas- 1989. The December 9,1991 day number is 185 and several
ured at the -1.05-m level with a 1000-ohm resistance periods of higher air and -0.55-m snow temperatures are ap-
thermometer. Solar radiation, measured with a Kipp and parent. The GISP2 air temperature seldom dropped as low
Zonen solarimeter, and the air temperature between 0.5 and as the annual mean temperature at Plateau Station. The rapid
3.6 m complete the eight multiplexer channels. The present increase in the GISP2 air temperature that occurred about
values and the values 20 minutes earlier am transmitted to May 2, 1991 or day 328 is a characteristic spring for the
the ARGOS system at 10-minute intervals. three years of AWS data on the Greef Crest. Figures 3,

Data ae used from June 8, 1989 to August 31, 1990 from 4, 5, and 6 show the daily mean snow temperature records
the AWS unit at GISP2. The GRIP AWS data are not pre- for 0.20 m and -1.05 m, -0.05 m and -2.05 m, and -0.30 m
sented because the unit was received intermittently. The and -4.0? m, respectively. The snow temperatures at the two
thermocouple voltages were converted to temperature differ- levels neanest the surface were frequently higher than the air
ences based on the themocouple voltage output as a temperature during the months of June, July and August.
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Snow Temperature Toutochrones
GISP2. Greenland Snow Temperature at GISP2. Greenland

June 9. 1989 to August 9. 1990 June 8. 1989 to August 31. 1990
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Fligure 2. Daily mea n ow temperature tautochrones or Ines of
mwtn ue frcom June 1969 to August 1990 at the CIISP2 site. FigurS. Dailyma temperature versus days starting with June 8,

noe dashed line is used for tautDchrones that use the sane symbol 1989 a for the smow temperature at -0.05 m anid the -2.05 m.
the second time. The depth of the -4.07-rn temperature sensor is
uncertain and may sctually be -3.6 m.
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Figure 3. Daily, mean temperature vesuls days starting with June 8, Figure 6. Daily mean temperature versus days starting with June 8,
1999 as 1 for the air temperatue at 3.6-rn and the -0.55-mnow 1989 a 1 for the mnow temperature at -0.30 m and the -4.07 m.
temperature.
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SNOW HEAT FLUX The AWS unit does appear to be making reliable meas-

A depth interval corresponding to one-half the depth in- urements of the temperatures in the snow. Another tem-
terval between the sensors above and below the level of pealbrau profile system is planned for 1991 that increases
temperature measurement is assigned to each snow ter- the number of channels to 16, extends the depth to 16 in,
perature level. The -4.07-m level is assigned a depth interval and includes flux plates at the four upper levels of tean-

of I m lower for estimating the heat flux at that level. The perature measurement
uncertainty about the depth of the -4.0-rm level is neglected.
The volumetric heat capacity of the snow is estimated to be ACKNOWLEDGMENTS
1.26 x 106 J m-3 *C-1 assuming the snow density is 300 kg Support was supplied by the National Science Foundation
M-3. The difference in the heat storage between the next day Division of Polar Programs grant 8821894, The Polar Ice
and the previous day divided by the time interval in seconds Coring Office, and the 109th Air National Guard.
gives the heat flux in W m-2 between the 0.20-m level and RFERENCS
the -5.0-m level for the present day. The results are shown
in Figure 7 as a function of the day number. The data for the Dalrymple, P. C., L L Lettau, and S. IL Wollaston, South
first ten days are not presented because the snow used to fill Pole micrometeorology program: Data analysis, in Stud-
the snow pit was cooling. The snow heat flux is generally ies in Antarctic Meteorology, Antarctic Res. Ser., Vol 9,
positive during the months of May, June, July, and August. edited by J. N. Rubin, pp. 13-57, AGU, Washington,

DC, 1966.
DISCUSSION Keller, L., G. A. Weidner, and C. R. Stearns, Antarctic auto-

The AWS unit at GISP2 is performing satisfactorily and matie weather station data for the calendar year 1989,
should provide two years of data for analysis using the 354 pp., University of Wisconsin, Madison, Wisconsin,
method described by Dalrymple et al. [1963J. The annual 1990.
mean temperature at GISP2 is significantly higher than the Stearns, C. R., and G. A. Weidner, The polar automatic
annual mean temperature at South Pole and Plateau stations weather station project of the University of Wisconsin,
due to the frequent advection of warm air onto the Green- this volume, 1991.
land Crest. The annual snow accumulation on Greenland i Weller, G., and P. Schwerdtfeger, Thermal properties and
greater than the Antarctic stations. The large accumulation heat traer processes of low-temperature snow, in
Of snow is expected to increase the dificulty of the data Meteorological Studies at Plateau Station, Antarctica,
anysis especially near the snow surface. Vol. 25, edited by J. A. Businger, pp. 27-34, AGU,

Washington, DC, 1977.
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Studies of 40°C Isothermal Layers at High Latitudes

R. E. Stewart
Cloud Physics Research Division, Atmospheric Environment Service, Toronto, Canada

C. A. Lin
Department of Meteorology and Centre for Climate and Global Change Research, McGill University. Montreal, Canada

ABSTRACT
Atmospheric soundings reveal that isothermal layers at temperatures near -401C

sometimes occur at high latitudes. In the absence of sufficient ice nuclei, super-
cooled water frozen by homogeneous freezing would act to produce such layers.
The formation of such layers by homogeneous freezing should furthermore result in
significant dynamic responses in the atmosphere.

INTRODUCTION isothermal layers new -40C occurred at high latitudes. The
The existence of 0°C isothermal layers in the atmosphere site in the Arctic was Alert, North West Territories. Alert is

is well documented [e.g., Stewart, 1984; Stewart and located at 823(YN, 62020'W. The site in Antarctica was
Patenaude, 1988; Stewart and Macpherson, 1989]. The basic Molodemaja, located at 6740'S, 45°51'-
process responsible for such layers, the melting of snow, Many layers exceeding 5 kPa in depth and occurring at
was first noted by Findeisen [1940]. temperatures near -400C were found in the 27 years of data

The homogeneous freezing of water at -400C is another (1961-1987) from the Arctic. About 1% of the soundings
strongly temperature-dependent microphysical process [see illustrated such a layer. One such layer is illustrated in Fig-
for example Schaefer, 19491. This process is also expected re 1. Such layers either occurred near the surface or aloft.
to produce isothermal layers in the atmosphere with Ten years of rawinsonde observations over Antarctica
temperatures of about -400C. Within rising air, some of the (1978-1987) revealed that -400C layers also occurred in this
associated supercooled water will begin to freeze at this region but they were very rare (<0.1%). One such sounding
temperature. The freezing would raise the air temperature is illustrated in Figure 2. Me lapse rate below the -40C
just above -40C and so homogeneous freezing would layer was close to being neutrally stratified. Temperatures
cease. With continual ascent, the air would again cool to aloft consistently dropped to -65*C or lower.
-40C, more water would freeze and the cycle would con- When the Antarctic soundings were checked to determine
tinue until all of the water had frozen. Stewart and Lin whether a change in lapse rate occurred within a degree of
[19911 showed that layers having temperatum near 40C 40C, the results showed that many such cases occurred.
sometimes occur within extra-tropical cyclones. Over 15% of the soundings illustrated this characteristic. As

In this paper, we will show that high latitude soundings in the Arctic, the change in la rate occurred either near
sometimes contain layers having temperatures near -40C, the surface or aloft.
we will examine the possibility that homogeneous freezing
contributed to their formation, and we will discuss some of FORMATION OF NEAR 400 LAYERS
the implications of such temperature perturbations on the
atmosphere. The amount of freezing or melting required to produce an

isothermal layer near 400C and 0, respectively, can be
OBSERVATIONS OF NEAR -40C estimated. The basic governing equation relates the heat lib-

ISOTHERMAL LAYERS crated upon freezing or extracted upon melting to the en-
Rawinsonde information from a site in the Arctic and in suing atmosphere temperature change accompanying such

the Antarctic were examined in order to determine whether phase changes (Lin and Stewart, 1991].
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Figure 1. A skew T-log p diagram from Alert at 1200 UTC on Fexuary 7,1979. Only tzmperanms are available.

Figure 3 shows he influence of homogeneous freezing CONSEQUENCES OF NEAR -400C LAYERS
and melting on an initial sounding having a lapse rate of The famation of near -400C layers will affect the dynam-
50C km-1. It is evident that small amounts of freezing and ics of the atmospee The effect should be similar to but
melting can affect a significamt depth of the atmosphere. opposite to that associaed with the production of near (C
Convective overturning should also be associated with the layers by melting.
formation of these layers. Absolute instability should be Lin and Stewart [1986] showed that the cooling of the
produced at the top of the -40C layer by heating and at the atmosphere by melting would produce descent below the
base of the V0C layer by cooling, region of melting and ascent in adjacent areas. In a baroclin-

The mounts of water required to produce significant ic environment, Szeto et al. [1988] further showed that
temperature perturbations in the atmosphere are potentially ascent should preferentially occur over the region having
available. For example, Stewart and Lin [1991] determined temperatures everywhere below 0°C. The overall circulation
the amount of liquid water which is available for freezing at would be "thermally indirect" in the sense that descent
-400C within ascending air. They further showed that de- would occur over the "warm" air subjected to melting and
tectable nea -4(C layers could be produced in the absence ascent would occur over the "cold" air not subjected to
of heterogeneous ice nucleation even if surface tamperatures melting.
were -30tC. Horizontal advection could also cary more Stewart and Lin [1991] showed that homogeneous free-
liquid water into a region than expected from the simple ing would lead to ascent within the region subjected to the
ascent of air. warming and to descent in the adjacent areas. In a baroclinic
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FIgure 2. A skew T-log p diagran from Molodenaja, Antarctica at 1200 UTC an May 16, 1982. Both tenpraure and dew point tem-
peratre re ploned but the measurement of dew point teperatume is somedmes subject io considerable uncertainty.

environment, a circulation should develop in a mam sim- with homogeneous freezing leading to "thermally direct"
ilar to that discussed by Szeto et al. [1988]. In the cae of circulations.
homogeneous frezing, however, the circulatim should be The formation of layers or perturbations at particular tern-
"direct" with ascent occurring within the region at and peratures requires the presence of precipitaion-sized ice
warmer than -400C and descent occurring in the region paricles new "C and small water droplets nm -40(C. 7he
everywhere below -40t (Figure 4). At high latitudes, this latter situation may occur relatively infrequently but the
would normally mean that descent should be driven to occur presence of polluted air would undoubtedly decrease its
on the poleward side of the circulation. likelihood even more. Any ice nuclei linked with the

polluted air [Pearson and Smith, 1975] would freeze mor
CONCLUDING REMARKS of the water at warmer temperatures and there would be less

We have shown that isothermal layers or perturbations to liquid available for homogeneous freezing.
the environmental lapse rate sometimes occur at Wm- The kelihood of homogeneous freezing at high latit es
peramres near -40*C. Such layers or per ubations we found should consequently have evolved with time. Before the
in the Arctic, Antrctic, and mid-latitudes. Homogeneous industrial revolution, the Arctic air, especially in winter,
freezing of water, which. Ike melting, is a strongly should have been quite pristine. With de land being covered
temperature-dependent microphysical process, is one means by mow and ice for thousands of kilometers, there would be
of producing such layers. The production of such regions few local sources of ice nuclei. More of the moisture
should also lead to dynamic consequences in the atmosphere advected into the rgon, sublimated from the surface, or
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2- high latiUlde environment. The production Of temperature
pertubations near -400C should be reduced and the dynamic

1 -response of the atmosphere to such perturbations should be
correspondingly decreased.

. .I IAlthough it is suggested that homogeneous freezing
0 410 420 0 20 could contribute to the formation of near -W0C layers, other

TEPRTUE(C processes may be responsible for some of the observations

Figure 3. The tenperaumanges' to am initial ?*C Im1 I"rt as well. Perhaps subsidence and/or thermal advection can
associateds &ihooogne zing at -401C a mltn at also produc the observed effects To determine, the actual

C. The dapth of the liquid precipitation tindergomng a phs umni- formation processes, it is crucial that detailed in-situ
sition isidctd observations be made. These observations would need to

include the measuremen~t of liquid wate as well as the
evaporated from open ocean my have remained vapor or dewimnton of the basic stat parameters
liquid unless subjete to homogeneous freezing. In the InI hummay, microphysical processes operating only nea
present polluted environment, more plentiful ice nuclei specific temnperaures; can alter the thermodynamic and
would be expected to freeze more of the liquid at warnm dynamic nature of the atmosphere. Whether the polar
temperatures. Fromn this perspective, thece should be a regions are pristine; or polluted may affect the likelihood. and
distinct pollutant-produced signatire on the nature of the consequences of such processes.
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Variations in Cloudiness, Temperature and Satellite-Derived
Outgoing Longwave Radiation for Alaska

Gerd Wendler
Geophysical Institue, University of Alaska Fairbanks

ABSTRACT
Monthly values of outgoing longwave radiation (OLR) from 1974 to 1990 were

obtained from NOAA satellites. Seasonal variations in the OLR were related to
cloudiness and surface temperature data for Alaska. It was found that higher
amounts of cloudiness increase the OLR in winter for most of Alaska, but decrease
it in summer.

For one particular location, Barter Island, trends in cloudiness, temperature, and
OLR will be discussed and the seasonal sensitivity of OLR to changes in cloud
amount will be examined. For Barter Island, a decrease of less than 7% in the
amount of cloudiness was found to decrease the OLR by 5 W m-2 during the spring
months, a season in which cloudiness and OLR are positively correlated. During the
summer, however, OLR and cloudiness are anti-correlated owing to the relatively
cold radiative temperatures at cloud-top height compared to the surface temperature
in the absence of strong surface temperature inversions, which persist for most of
the rest of the year. Hence relatively small changes in the amount of cloudiness
may have a large effect on the radiation balance in the Arctic, even more so than
changes expected due to increasing concentration of C02 and other radiatively ac-
tive gases. As parameterization of sky cover in GCMs is not well advanced, studies
like this should help in a better quantitative understanding of sky cover and OLR.

INTRODUCTION tral window nor the time of the equator crossing have been
General circulation models (GCMs) predict large tem- constant over time. Furthermore, there is a ten-month period

perawre increases due to the increase in CO2 and other trace in 1978 for which no data were obtained. However, correc-
gases in the aunosphere [e.g., NRC, 1982; Ramanathan, tions to account for these differences have been carried out
1988; Mitchell, 1989]. The magnitude of these increases has and the data present a unique and valuable data source [e.g.,
recently been disputed [Budyko and Sedunov, 1988; Janowiaketal., 1985].
Ellsaesser, 1990], because GCMs predict much larger ter- Until now, OLR data have been succesfully used in trop-
peratwre increases for the last century than what has actually ical regions, especially in relating OLR to rainfall amount
been observed [Lindzen, 1990]. Large uncertainties exist over ocean surfaces [Winston et. al., 1977; Murakami, 1980;
due to difficulties in modeling feedback mechanisms, Prasad et. al., 1985; Arkin et aL, 1989; Haque and Lal,
especially the effect of cloudiness on the radiation hal- 1991. In this study, I attempt to use these data for arctic and
ance.Since 1974 NOAA has collected satellite-derived OLR subarctic regions, where models predict that the maximum
data friom the NOAA satellite series and reduced it to a warming should occur due to increased CO2 content.
monthly format on a 2.50 latitude--longitude grid [Winston
et. al., 1979; Janowiak et al., 1985]. The data are not totally RESULTS
consistent over time, since they were derived from different Adjacent grid points showed similar values of outgoing
satellites equipped with different sensors. Neither the spec- longwave radiation as long as the terrain characteristics
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230 The following analysis pertains to Baer Island, located

at 7008N, 143038'W, which is in contrast to Barrow, where
a large amount of development has occurred during the last

4two decades, a pristine site. Barrow and Barter Island are
210 the only long-term first class weather stations in arctic Alas-

ka (NOAA 1974-1989). It should be pointed out that the

cloud data in winter are probably not very reliable because
Z observations during times of continuous darkness are dif-

190 ficult
A time series of the sky cover and temperature for BarterIsland and the OLR data for 700N, 142.50W is shown in

BFigure 2. Large annual variations exist in all three traces,
170 OLR and temperature having their maxima in summer and

minima in winter, while cloudiness has its maximum in late
summer, and its minimum in spring. Because the annual

0 variations are so large, significant trends are difficult to de-
1so tecL Tendencies in the data are easier to detect by studying

1i 170 190 210 230 the deviations from the means shown in Figure 3. In this fig-
Outgoing LW Rad. 7ON 157.5W (w/m-2) ure deviations have been smoothed using a 12-point running

Figure 1. Outgoing longwave radiation (OLR) as derived from sat- average. The deviation in the smoothed outgoing longwave
ellite measuremnits for two adjacent grid points (700N, 1550W radiation varies between about +3.5 to -2.5 W m-2 . Be-
and 157.50W). e area is in northern A). with iform s ginning in 1974, we see an increase peaking around 1978-
face characteristics (tundra). 1980;, thereafter the values decrease significantly, leveling

off between 1982-1986, and have rapidly increased again
were fairly homogeneous. Large uniform areas are found in since 1987. The time series are much too short for testing
northern Alaska (North Slope) where tundra underlain by for periodicities. Generally speaking, however, there is no
permafrost exists. In Figure I monthly data points for two clear overall trend, but instead an indication of a cyclic be-
adjacent grid points (70*N, 155*W and 157.5*W) are havior, seen in the temperature record elsewhere in Alaska
plotted against each other. A very good correlation exists [Milkovich, 19891.
(correlation coefficient larger than 0.99) in this case. Such Cloudiness showed a variation of ±8% for the smoothed
tests for many different pairs of data points indicated that time series. No clear relationship between OLR and cloudi-
spatial consistency in the data exists. ness can be seen. The smoothed temperature trace correlates

2__0 better with the OLR. Temperature showed a strong increase
,a oof 50C from 1974 to 1978, then dropped in the mid-eighties4240
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Figure 2. Tune series of (a) outgoing longwave radiation (70N, 74 76 78 80 82 84 86

142.30W), (b) amont of sky cover, wid (c) t nperaure for Barter Year
Island (70*a'N, 143038W). Radiation and temperature have well- Figure 3. Deviation from the mean (mean annual c.ycle was de-
developed amual cycles, with maxima in stunmer and minima in ducted) of (a) outgoing longwave radiation, (b) cloudiness, and (c)
winter. For cloud cover a lea well-established amual cycle can be temperature for Barter Island. These curves were smoothed with a
observed with maxima in late summer. 12-point running average.
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fcloud cover for Amer Island. It can be seen that for (a) swuner 12
(June, July and August) the radiation values Increase with de- 219.
creasing cloudiness, and for (b) spring (March, April and May) the 9
radiation Increases with Increasing cloudiness.

by 3tC and has recently increased again, but to slightly low- W 3 2o4.
er values than around 1980 following similar tendencies as .,
for the OLR record.

cc 0
In Figure 4, the OLR is plotted against sky cover. If one w.A. 195.

does this for all the data points, lots of scatter and no clear -3195
relationship are observed. However, if one produces season- .
al scatter plots clear relationships are revealed. During -
summer [June, July, August (Figure 4a)] for instance the -6
radiation flux decreases with increased cloudiness. This is -9
undersadble since the atmosphere gets colder with
height, and during times of increased cloudiness, the clouds -12 185.

radiating at relatively cold temperatures contribute a large 101.
part to the measured OLR. There is a fair amount of scatter -15 1 .A.- ,I
probably due to competition between and greenhouse efects 40 45 50 55 6 65 70
of different cloud types and surface properties. A correlation
factor of -0.59 was found. If one fits a straight line through SKY COVER %
the data using the least squares method, this line would give Figure S. Outgoing longwave radiation (650N. 147.5°W) as a
a decrease of 5 W m-2 for an increase of cloudiness of 8%. fumction of cloudiness and temperature for Fairbanks (64049N.
For each of the other seasons the opposite relationship 14?52W). The data was smoothed before the contours were cal-
holds; that is, increased sky cover tends to erease the d. For sumner die radiation values increase with increasing

temperature and decreasing cloudiness, while for spring the radia-
OLR. This is explained by the semi-permanent Arong sur- tion flux increases with increasing temperature and increasing
face inversions [Billelo, 1966; Wendler and Nicpon 1975] cloudiness.
that exist in the Arctic. Since clouds are warmer than the
surface under inversion conditions they radiate at higher ef-
fective temperatures and thus the OLR increases. Also dur- observed. In Table I the correlation factors for all seasons
ing the dark season competing albedo effects of clouds are and for the stations located in arctic, continental, and mar-
non-existent, hence there is no negative shortwave cloud
effect. This feature is illustrated in Figure 4b for spring at
Barter Island, where we observed a positive correlation o- dons between OLR and temperature are greater than
efficient of 0.86. Now a decrease of 5 W m-2 would be between OLR and cloudiness, and for arctic Alaska these
caused by a decrease in cloudiness of 7%. correlations are the highest. One explanation is that northern

Temperature and OLR were generally correlated; with Alaska has the least topographic variability of the sites
increasing temperatures increasing values of OLR were investigated. Furthermore, northern Alaska has the longer
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dark season with more frequent and longer lasting perature and decreasing cloudiness, while for t- rest of the
inversions. year OLR increased with increasing temperature and in-

In addition, Table I gives the slope of the line of best fit, creasing cloudiness, as represented by the springtime anal-
from which the sensitivity of the OLR to cloudiness and yses shown in Figure 5b. This result shows clearly that
temperature can be estimated. Also, a multiple correlation clouds in GCMs cannot be treated independently by season
coefficient between OLR and both cloudiness and tern- and geographic location.
perature is provided. These values are naturally higher for In Figure 6 the mean annual radiation map for Alaska is
two parameter cross-correlations. However, it should be presented. Generally, a north-south increase in the OLR can
pointed out that cloudiness and surface temperature are not be observed, a result to be expected. There is a secondary
independent of each other, and that such dependency has an minimum between interior Alaska and the Gulf of Alaska,
annual course. In winter increased sky cover brings above- an effect of the Alaska Range. There is generally an increase
normal temperatures to northern and interior Alaska, a well- when going west, due to the influence of the Bering Sea,
known fact to people living in the area, as clouds destroy or which makes the area more maritime (warmer in winter).
at least weaken the surface inversion and allow the warmer Altogether, the map appears to be reasonable.
air aloft to reach the surface. In summer after the snow has
melted, the positive effects of the sky cover for the infrared CONCLUSION
radiation are overcompensated by the effects of the short- Sky cover and outgoing longwave radiation as derived
wave radiation, and temperature and sky cover are normally from satellite measurements are definitely related. But the
negatively correlated [Ambach, 1974]. This does not hold quantitative relationship depends on local geographic and
true for the maritime climate of Kodiak. Here, the relatively topographic features in Alaska as well as on the time of
warm watzx in winter prevents the formation of a surface in- year, as day length, solar elevations, surface albedo, in-
version, and clouds are always colder than the surface; version strength and cloud parameters influence such a
hence a negative correlation factor between sky cover and relationship. Hence carefully observed variations in cloudi-
temperature is found for all four seasons. ness will be very important for the determination of climate

There is one odd value in Table 1, which is the negative change in arctic and subarctic regions. Also, improved par.
correlation between temperature and OLR in winter for ameterizations of sky cover in GCMs should be attempted.
Kodiak. I do not have an obvious explanation for this value.

In Figure 5, the OLR grid point centered at 650N,
147.50W is presented as a function of cloudiness and tem-
perature for Fairbanks (64*49'N, 14752'W). The data were AVE. OUTGOING LONGWAVE RAD. MAP
smoothed by averaging the temperature and cloudiness over -
small increments. From this smoothed data the contours
were objectively determined. In summer (Figure 5a), the ra-
diation values were found to increase with increasing tern-

70'

Sky cover vs. OLR Temp. vs. OLR Mult. Corr.
corr. weff. slope cor. coeff. slope coeff. .0.0

Barter Is. - ARCTIC
Spring 0.86 0.73 0.97 1.82 0.97
Summer -0.59 -0.47 0.07 027 0.62 16,
Fall 0.54 0.56 0.93 1.54 0.94 e5-
Winter 0.39 0.24 0.81 1.12 0.82
Fairbanks - CONTINENTAL
Spring 0.29 0.37 0.94 1.64 0.95
Summer -0.74 -0.79 0.64 2.50 0.81
Fall 0.14 0.7- 0.91 1.28 0.96
Winter 0.01 0.01 0-50 0.63 0.58
Kodiak - MARITIME
Spring -0.13 -0.09 0.52 1.06 0.71 60
Summer -0.67 -0.58 0.58 2.21 0.76
Fall -0.29 -0.29 0.58 1.21 0.73
Winter -0.82 -0.42 -0.24 -0.61 0.86

165. 10. 155. 180. 145

Table 1. Correlation coeficient betweon the outgoing miogwxve FIgure L Mean annual map of outgoing longwave radiation for the
radiation as derived from satellite, aid (a) cloud cover, and (b) State of Alaska. There is generally a north-south increase in the ra-
temperatre, and (c) cloud cover and temperatr for dtree stations diation flux, other than a small minimum over the Alaska Range.
in different climatic zones of Alaska. Also. the slope of the line of There is generaly an increase in die radiation flux when going
boa fit is west, due to the influence of the Bering Sea.
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Study of the Influence of Gravity Flows on the Antarctic Circulation
Using Simulations with the French General Circulation Model

P. Pettr6 and M. D~qu6
Centre National de Recherches Mitiorologiques, Toulouse, France

ABSTRACT

Atmospheric General Circulation Models (GCMs) have been widely applied to
climate problems in polar regions. The GCM's simulation of the Antarctic contains
aspects that are strikingly deficient, such as the pressure distribution over the
peripheral Antarctic Oceans, the distribution of surface air temperature over central
Antarctica and the position or intensity of the antarctic circumpolar lows.

Katabatic winds blow strongly for several hours or days, over very large dis-
tances along the slopes of Antarctica. These large-scale flows transport cold air
from polar to sub-polar regions, probably inducing circulations and interactions
between the atmosphere and other parts of the climate system. We believe that a
bad simulation of katabatic flows largely explains the deficiencies of the GCM. We
hope to achieve an improvement by a better parameterization of the boundary layer,
taking into account the most important driving mechanisms of the slope flows in
this region.

A one-dimensional analytical model of katabatic wind derived from the bulk
two-layer model of Ball has been developed. This model is validated using the data
set (70 soundings) collected during the IAGO experiment at D47 (67*24!S,
138 043'E, altitude 1564 m), 110 km inland from the coast of Ad~lie Land. The par-
ametric model is then introduced into the French GCM. The most significant effect
of the parameterization is a 50-i increase of the geopotential height over the South
Pole. The surface temperature at the South Pole increases (2*C), reducing the pole
to mid-latitude thermal gradient. The westerly circulation at 500S is slowed down
(4 m s-1 at 850 hPa), and the surface pressure at the South Pole increases (4 hPa).
These results, consistent with an increase of katabatic winds, would, however, be
improved by a better coupling between the parameterization and the GCM boun-
dary layer.
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Climatic Impacts of the Boundary Layer Circulation over Antarctica

D. H. Bromwich
Byrd Polar Research Center, The Ohio State University, Columbus, Ohio, USA.

ABSTRACT

Prolonged periods of strong radiational cooling over the sloping ice fields of
Antarctica produce cold, negatively buoyant air in the lowest layers of the atmos-
phere. This cooling generates a continental-scale, near-surface wind-field which is
highly irregular. Cold air in the interior is channeled into narrow zones that enable
the downstream coastal katabatic winds to become anomalously strong and per-
sistent. This probably means that the boundary layer transport of air across the Ant-
arctic coastline is concentrated in a small number of narrow regions, and that
previous quantitative evaluations of the importance of this boundary layer circula-
tion are likely to be substantially in error.

From continuity considerations, the time-averaged outflow of cold surface air
must be compensated by inflow aloft and sinking over the continent. This time-
averaged meridional mass circulation plays a dominant role in the heat budget of
the Antarctic atmosphere by adiabatic compression in the statically stable atmos-
phere. The tropospheric convergence and sinking motion also generate cyclonic
vorticity which is comparable in magnitude to that arising from the temperature
contrast between the ice sheet and the surrounding ocean. That is, the circumpolar
vortex is centered over the East Antarctic ice sheet in part because of the tropo-
spheric mass convergence.

The concentration of cold surface air transport from the ice sheet into narrow
coastal zones has important consequences for sea ice formation and cyclonic devel-
opment. Katabatic jets can force coastal polynyas where very active sea ice forma-
tion and associated brine rejection produce saline shelf water. This water mass is a
component of Antarctic Bottom Water. Such water mass formation provides a way
to couple climatic variations over the ice sheet to the deep ocean on relatively short
time scales. Coastal barocinic zones associated with intense katabatic winds appear
to be active sites for generation of mesoscale cyclones. The downstream impacts of
such cyclogenesis have not yet been identified, but case studies hint that they may
be substantial.
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The Surface Condition on the Antarctic Ice Sheet

Katsumoto Seko and Teruo Furukawa
Water Research Institute, Nagoya University, Nagoya, Japan

Okitsugu Watanabe
National Institute of Polar Research, Tokyo. Japan

__9- ABSTRACT
NOAA AVHRR data reveal clear images of meso-scale (spatial scale on the

order of tens of kilometers) undulating topography, surface properties and katabatic
t wind field on the Antarctic ice sheet.
__ Katabatic wind is visualized as fluctuations of brightness temperature which

--- align parallel to the wind direction. The temperature fluctuation is probably caused
by the fluctuation of wind velocity.

Two typical patterns of undulations on the ice sheet were detected. One of them
appears on the slope region where katabatic wind prevails. The band-shaped undu-
lations develop normal to the prevailing wind with a spacing of a few tens of kilom-
eters and an amplitude of a few tens of meters. A few percent of albedo change
associated with the variation of accumulation co-exists with the undulation. The
eolian process can be considered a dominant force in making this pattern.

Another undulating pattern can be seen further inland on the plateau. This undu-
lation has a different orientation with an approximate spacing of 50 km and an
amplitude of a few tens of meters.

INTRODUCTION whole region of the ice sheet within a reasonable cost and
Low temperature and strong winds are major climate fea- effort.

tures of the Antarctic ice sheet, where snow remains as 1%e purpose of this study is to detect the surface topog-
eolian particles on the surface. Snow drift transpot changes raphy and surface properties on the Antarctic ice sheet from
topography, and the topography alters the katabatic wind NOAA AVIRR data and to compare them with pnd sur-
field again. It is a feedback system between the cryosphere vey data.
and atmosphere. The redistribution of snow makes the accu- DATA
rate estimation of accumulation difficult. NOAA AVHRR data received at Syowa station, Ant-

Understanding the pattern of topographic undulations on arctica were used in this study. Figure lab shows the two
the ice sheet also involves information of subglacial topog- analyzed areas: area-A covers half of the East Antarctic ice
raphy. The investigation of surface conditions of the ice sheet and area-D covers the region where the JARE over-
sheet can provide much information about the ice field. snow traverse has been carried out. The compiled data have

Intensive field studies on the ice sheet can provide inval- a pixel resolution of 4.4 Ian and 22 kin, respectively.
uable data, but the coverage is restricted along a line. Recent Brightness temperature (7b) on channel 4 (10.5-11.5 pmn)
development of remote sensing provides a powerful tool for and albedo on channel 2 (0.725-1.1 pmo) were mainly used
the investigation of the polar ice sheets Several studies have for this study. The accuracy of the topographic location of
investigated surface features on the ice sheet using Landsat the satelite image is deemed to be within a few pixels by
images [Orheim and Lucchiua, 1987, 19881. However, the geographical position matching with outstanding rocks and
areal coverage of Landsat images is too small to survey the blue ice fields.
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Figure 1.(&) Analyzed areui of NOAA AVHRR data (area-A end inca-D). Contours of 3000 m in altitde are shown as dashed lines.

(b) Detailed map of Seea-D. Topogrphic nmes at as fows: S: Syowa stveral Y: Yamat mmsnc; SS: SS-mue (used in igure 5ab)-

horizontal ale. We refer to the fiteed images on csannel
4 as Aeb images eeafte9.

NOAA VHRRdataTYPICAL STRUCTURES
NOA AVRR ataWe found three patterns in the filtered images as follows.

a) K(Kataac)-patern. Figure 3a shows a winter ATh
I image in area-D. Several strea rs ca be seen which repre-

sen the lb fluctuation of I K. soe alignment of s000m
High pass filter coincides with the direction of katic wind compiledfrom ground survey data [Wataabe 1978]. Each slrkis

maintained over a few hundred kilometers, while its position
fluctates accordirg to synoptic weati conditions [Seko

ATb & AAlbedo image 1991S.
b) S(Slope)-pattern. Figure 34 is a typical summer AT b

Iinare in rcD. The P-pattern can as bersee of A b

Daily fluctuation fluctuation on the katabafic wind slope fom 3000 to 1000 m
tegr.L The spacing between s tipes is a few tets of kilom-
eters, and it becomes broader with increasing altituden It is

Little None interesng that the oientation of stripes is normal to ithe
direction of 0ktaband wind but not ice sheet flow. The

-q1Th altde o thanel 2rals fluctuation saout ±% whc busn

AAlbedo also fluctuates negatively correlated with fluctuation Ab. It is note-
F rworthy that2.e S-pauFlo cto be senaso in the wintsr f

Yes No a r cerly under the -pattern (Figure 3a).
Fguc) P(2sahw)-pattern. t cgure 4 shows winter Alp g image

in area-A, in which ft P-paern can be seen on the interior
plateau (above 3M0 In LLI.) of th ice sheet (larg box in
the overre). the P-picthe can be distinguishye from the K-

K S-ptter P-pttempattern (two small boxes in the figure) by its temporal invar-

s-patrcttenr iny The P-pattn is be d-shaped with a approximate
spacing of 50 mn and aligns parallel to altitude cribethe
Thle amplitude of the Alb fluctuation is about ±.5 K, but no

imcapnding albedo fluctuation in suter images is
Figure 2. Flow chart of the image processing used in this tdy, found.

Me characteistics of these pauerns we stimmarized in

Figure 2 shows th procedures of imag process. Tbe1
Clouds ove the ice sheet can be distinguished by their is=- MECHANISM OF VISUALIZATIO0N
sient character, and only images from clear days were Intmeettion of thesepaerntsis necessar lounderstnd
selected. A spta high-pans filter is applied to the original what is occuring on the ice sheet. We will describe the
image for enhancing sMuctues less than 100 Ian in mechanism of te visualize'on of each pan=.
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Type Katabauic (K) Slope (S) Plateau (P) Cloud

Daily Fluctuation Utile None None LArge a
Appeared region Slope Slope Plateau -

Appeared season Whiter Summer (Both) Winter -

Scale(kn) lox 100 20x 100 50 x 100 - 40 so IN Ito 1,0 1" im tn 240 II no
Orientation prillel tou normalou noal oVh - DISTANCE FROM SSO(KM)

ATb (K) ±1 ±1 ±5 -

AAlbedo(%) None 13 None -

Table 1. Characters of each pattern.

a) K-pattern. Under the inversion within the boundary
layer, the ground temperature will increase where wind 00

velocity is strong enough to break up the inversion. A tern- DISTANCE FROM SS0 KM)

perature rise of 1 K can be expected with 0.5 m s-1 of wind
increase [Seko. 19911. Bromwich [1988] described the vis- Figure $4a) The relationship between accumulation (thin line) and
ualized katabatic wind in the coastal region and explained it albedo (thick line) on channel 2 along a traverse route (SS-Route
by a similar mechanism. in Figure lb). (b) The relationship between accumulation (thin

b) S-pattern. The net accumulation rate obtained from line) and surface slope gradien(thick line).

field observation [Nishio et al., 1988] is shown in Figure 5a.
A very good correlation exists between albedo and accu- dient (Figure 5b) suggest that the colian process is a dom-
mulation. Ratio of channel 2 to channel 1 which can detect inant factor in its formation. Wind speed can be affected by
surface properties (i.e., snowy or icy) rather than topography the undulation of a few tens of kilometers and causes con-
reveals similar variation as channel 2. Fujii et al. [1987] also of drifting sow. Black and Budd [1964] and
found a similar relationship along another traverse route. Whillans [1975] mentioned the eolian process to maintain
Sintering of snow particles in low accumulation makes mov u Ac to their kinematic rela-
albedo on channel 2 low [Warren, 1982], and it can be said
that Tb on channel 4 is negatively correlated with the albedo tionship, it is deduced that the S-pattern migrates with a

fluctuation through the surface heat balance, and the S- speed of 100 m yr-l. The estimated hiatus period by the
pattern can be seen on both channels in srnmer, moving surface condition is several tens of years. This phe-

It is also revealed from field data [Nishio et aL, 1986, nomenon may be important in determining the variation of
1988] that lower accumulation occurs in steeper regions accumulation from ice core studies.
(Figure 5b). This relationship can explain the appearance of Similar patterns can be found in the drainage of the Lain-
the S-pattern in winter Alb image (Figure 3a), because the bert glacier and on the western flank of the inland plateau in
wind speed fluctuates according to the undulating slope, and places other than area-D, but we do not have enough data to
surface temperatures can fluctuate due to mechanisms sm- discuss the mechanisms which form either these patterns or
ilar to those affecting the K-pattern. the P-pattern in these areas. It is necessary for further under-

c) P-pattern. The P-pattern appears in winter, or night- standing of accumulation and ice flow to investigate the on-
time in other seasons when a strong inversion exists. Under gins of undulations; whether eolian pocesses or interference
the strong inversion, lower topographic areas (basins) act as from subglacial topography.
pools of cold air. A comparison with th#p altitude measure-
ment during an inland traverse [Ageta et al., 1987] confinms bj Katabatic wind. Tracing the K-pattern provides useful
this idea. The estimated amplitude of undulating topography information of wind direction on the ice sheet, and AVHRR
is a few tens of meters. A large amplitude of Tb can be data is a good tool to investigate katabatic wind from a cli-
explained by a strong inversion [Schwerdtfeger, 1984]. matological point of view.

The mechanism which causes wind speed to fluctuate is
DISCUSSION unknown. It may be the self-acceleration of wind by loading

a) Undulation. The S- and P-patterns develop in different of snow particles (Kodama et al., 1985], or some kind of
regions complementally. It is a general picture that there are instability within the boundary layer.
meso-scale topographic undulations over nearly the entire
ice sheet. There are two plausible mechanisms to explain the ACKNOWLEDGMENTS
development of undulations on the ice sheet. One of them is The authors would like to express their thanks to Dr. F.
the eolian process, which acts in the development of sand Nisho of NIPR for providing field data. The athrs ar
dunes; and the other is the interference from subglacial graefu o PufS provin d dr. Th anohof
topography [Budd, 1970; Budd and Carter, 1971]. grateful to Prof. S. Kawgwhi and Dr. T. Yananuchi of

The orientation and appearance of the S-pattern resem- NEPR for conducting satellite research under ACR (Ant-
bles the configuration of a transverse dune in the desert arctic Climate Research) projecL The authors are indebted
[McKee, 1979]. The orientation of this pattern and te to 29th JARE wintering members for assistance during
phase-lag relationship between accumulation and slope gra- observation.
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Study on Characteristics and Evolution of the High Asia Cryosphere
and Its Effects on Natural Environments of the Earth

Xie Zichu and Cheng Guodong
Lanzhou Institute of Glaciology and Geocryology, Academia Sinica, Peoples Republic of China

ABSTRACT
The central high land of Asia, with the Qinghai-Xizang (Tibet) Plateau as its

main body, is the third polar region, the highest pole of the Earth besides the Arctic
and Antarctic. Because of its sub-tropical latitude, high altitude and large area, it
greatly influences the climate, environments and ecological evolution of Asia and
the Earth.

The High Asia Cryosphere formed due to strong uplift of the Qinghai-Xizang
Plateau and caused great changes of topography, hydrology, atmospheric circula-
tion and ecosystems. Because of the various combinations of latitude, longitude,
altitude, and moisture and heat conditions, the High Asia Cryosphere has very com-
plicated and unique characteristics and structure.

The High Asia Cryosphere is sensitive to global wanning. While climatic change
will directly affect the natural and human use of the environment, changes to the
High Asia Cryosphere as a result of climate change will produce a set of second-
order effects. For example, changes in glacier and snow cover can lead to sig-
nificant alterations of runoff and dynamics of rivers originating in High Asia. The
degradation of permafrost on the plateau will potentially accelerate the process of
desertification of the plateau, and produce serious consequences to the environment
and ecosystems of East Asia.

After many years of research by Chinese and foreign scientists it is necessary to
view the High Asia Cryosphere and its effects on environments as a whole and do a
synthesis study at a higher level. This will include: theoretical syntheses of scat-
tered regional investigations; reconstruction of evolution history of the High Asia
Cryosphere using ice core records, permafrost borehole temperature records and
relics of Quaternary glaciation; systematic monitoring of glaciers, snow cover, per-
mafrost and periglacial phenomena; studies of atmosphere, hydrosphere, litho-
sphere, biosphere and cryosphere interactions; and predicting the effects of the
High Asia Cryosphere on global change.
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Arctic Sea Ice Balance and Climate

N. Untersteiner
Deparment of Atmospheric Sciences. University Of Washington. Seattle, Washington. U.SA.

ABSTRACT
Proxy data and local historical records show that sea ice extent has undergone

large secular variations over past millennia and centuries, for reasons that are only
qualitatively understood.

Since the onset of systematic observations in situ (data buoys) and satellites
(mainly passive microwave radiometers), the record shows a remarkable constancy
of the annual cycle of the arctic sea ice cover. This cycle is described by a continu-
ity equation that is used to discuss the mechanisms relating ice extent and thickness
to climate, and to illustrate how ice formation, transport, and melting combine to
produce the seasonal cycle of sea ice cover. The heat balances and stresses at the
surface and bottom of the sea ice are external forcing functions with small-scale
and large-scale feedbacks. Examples are the stable stratification of the ocean boun-
dary layer caused by bottom melting and surface drainage which suppress the ver-
tical ocean heat flux, and the arctic summer stratus which forms over ice-covered
ocean regions and limits surface melting.

Recent efforts to model the seasonal cycle of sea ice in the Arctic are discussed
in light of the observational record. A promising new development is the incorpora-
tion of satellite data (such as the concentrations of first-year and multi-year ice) as
explicit variables carried in dynamic-thermodynamic ice models.

Of special interest in the context of climate is the fresh water budget of the Arc-
tic Basin. Its largest components, the runoff generated by mid-latitude precipitation
over the Eurasian continent, and the ice export driven by the wind field over the
Arctic Basin, have no immediately apparent connection. Taking into account all
other components of the fresh water balance, Aagaard and Carmack [1989] estimate
that the contemporary influx and outflux of fresh water at the perimeter of the Arc-
tic Basin are equal. The unraveling of the mechanisms responsible for this equality,
and the consequence of a possible imbalance remain challenging questions.
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Sea Ice and the Arctic Ocean: Issues in Climate and Hydrology

K. Aagaard
NOAAIPMFL, Seattle. Washington. U.SA.

E. C. Carmack
lOS, Sidney, British Columbia, Canada

ABSTRACT
The Arctic Ocean is strongly salt stratified, with about 100,000 km3 of fresh

water being stored in the upper 200 m of the ocean. Under present climatic condi-
tions, this stratification is self perpetuating and severely limits the direct interaction
between the atmosphere and the ocean. Instead, the Arctic Ocean is primarily
forced to communicate with the atmosphere at its peripheries. The role of sea ice in
this system is of special significance. Freezing is a distillation process in which the
separation of salt and fresh water constitutes a source of buoyancy for the upper
ocean and of density for the interior ocean. Both the resultant thermohaline circula-
tion and the wind-driven mode redistribute the products of the distillation process,
with profound consequences for the ocean, including regions external to the Arctic.
Within the Arctic Ocean, the vast adjacent shelf seas produce a large surplus of ice
each winter and are the primary sites for water mass transformation within the Arc-
tic Ocean. The brines ejected during freezing drive a circulation which gives the
Arctic Ocean much of its characteristic structure, and they also provide forcing for
that ocean's deep interaction with the convective gyres in the Greenland and Iceland
seas, thereby contributing to the large-scale circulation of the world ocean. The
fresh water distillate from the freezing process is also exported to the Atlantic sec-
tor of the world ocean. There it appears to exercise significant control over the con-
vection which ventilates the deep ocean. The present fresh water outflow through
Fram Strait in fact appears to be about twice as large as the runoff from the Lauren-
tide Ice Sheet during the last deglaciation, the disposition of which has been argued
to be responsible for the climatic reversal of the Younger Dryas, about 10,000 years
ago.
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The Southern Ocean: Its Involvement in Global Change

Arnold L. Gordon
Laont-Do eological Observatory of Columbia Universty, Palisades, New York, U.SA.

7ABSTRACT
The Southern Ocean is the site of considerable water mass formation which

cools and ventilates the modem world ocean. At the polar front zone, formation of
cool, low salinity water sinks and spreads northward at intermediate depths limiting
the downward penetration of the thermocline. Within the seasonal sea ice zone and
along the margins of Antarctica, convection injects very cold oxygenated water into
the deep and bottom ocean. These conditions developed as Antarctica shifted into
its present configuration and grew a persistent glacial ice sheet, about 14 million
years ago. The potential of the Southern Ocean to ventilate the deep and bottom
ocean layers is related to occurrence of polynyas that form within the winter sea ice
cover. Global climate changes would be expected to alter the polynya size and fre-
quency. Under greenhouse-induced warming offshore polynyas may become less
common as the static stability of the Southern Ocean mixed layer increases. This
would diminish the Southern Ocean's cooling influence on the deep layers of the
world ocean, resulting in a warmer deep ocean. The fate of coastal polynyas is less
clear. It is likely that they would continue at close to their present form providing a
setting conducive to Antarctic Bottom Water formation. Within the polar front
zone, global wjpfing is expected to create lower salinity though slightly cooler sur-
face water. Ieucon in the salt input to the Antarctic Intermediate Water would
inject it ii a shallower horizon at the thermocline base, further limiting the thick-
ness of the thermocline. Less heat storage in the thermocline would tend to counter-
act the proposed deep ocean warming. The thermocline change would occur at a
faster rate than would deep ocean warming (based on present-day resident times),
its effect would precede the polynya influence. Inspection of the magnitude and
exact time scales of these proposed changes requires a global coupled ocean-
atmosphere model that properly simulates the ocean's thermohaline circulation.

INTRODUCTION polar Current (ACC). Within this zone upwelling of deep
The Southern Ocean is intricately involved with water water drawn from the world ocean is modified by air-sea

mass modification and thermohaline fluxes at the global exchanges and promptly returned to the deep ocean. Within
scale. An array of processes within the Southern Ocean the 50* to 60*S bel of the ACC cool, low salinity water is
cool, freshen and add oxygen to the intermediate, deep and forced northward within the Ekman boundary layer, where it
bottom layers of the world ocean. They also establish the is subducted below the less buoyant thermocline water.
physical setting for the unique Southern Ocean ecological The slow downward diffusive fluxes of heat and salinity
system and may influence the stability of the glacial ice across the ocean's thermoclines, plus formation of the rel-
sheet of Antarctica. The global cooling influence of the atively warm and salty North Atlantic Deep Water tend to
Southern Ocean stems primarily from the low static stability warm and increase the salinity of the deep ocean [Gordon,
of the water column found south of the Antarctic Circum- 19751. Additionally, the descent of organic particles from
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232]. A dynamic meter is aprximately equal to a geomernc mete. The lowering of sea level toward the south balances the geosuophic east-
ward-flowing Antarctic Circumpolar Cumt (ACC), which trasfers 118 to 146 x 10' m3 sec-1 thruougsh the IDrake Passage EWhitwonh.
1983]. The ACC prohibits warm surface water advection into the Southern Ocean, con~ibuting to the thermal isolation of AntarcicL. The
axis of the ACC (hatched arrows) responds to the position of the submarine ridges and fracture zones.

the sea surface layer consumes the oxygen concentrations provide a negative feedback as more heat (and perhaps
within the deep ocean. Therefore, s;hould the ventilating C02) would be stored in the deep ocean, rather than in the
powers of the Southern Ocean diminish, dhe deep ocean atmosphere; this would forestall global warming. An invig-
would be expected to become warmer, saltier and lower in orated response would in ter cool the deep ocean, pro-
oxygen as the chifling effects of the oxygenated AABW hibiting excess heat storage, and thus act as a positive
diminished, feedback. To investigate this issue and provide some

Would the expected greenhouse-induced global warming thought as to what might happen during the impending glo-
cend to invigorate Southern Ocean ventilation prcse or bal warming, we must fiwst understand the Southern Ocean
to attenuate them? Whether the formation rate of North role in the present day ocean. This task is not yet accorn-
Atlantic Deep Water would change under' a global warming plished to suffi cient detail, but an approximate picture has
trend is also a hotly debalted issue, in the discussion below I emerged from 60-odd years of Southern Ocean exploration
assume that there is no change in North Atlantic Deep [recent reviews: Carmack, 1986; Gordon, 1988; Jacobs,
Water. Attenuation of Southern Ocea ventilation would 1989 Patterson and Whitwordh, 1990].

250

f) . I I



ACC. It may be said that the ACC baroclinic mode is as
osung as it can get with today's large scale ocean strat-

/ ", -- ifkation. Exposure of upwelled deep water to the antarctic
atmosphere produces cold water which can then mix along
isopycnal surfaces into the deep and bottom stratum of the
world ocean. It is suspected that the deep water cooling

\ observed within the Weddell Sea during the 1970s in
response to a large polynya [Gordon, 19821 eventually

M.OPT cooled the deep ocean to the north by isopycnal spreading.
/! Additionally, the Southern Ocean directly influences two

/.i.. / / /' suaa within the global ocean: there is the chilling effect of
S/ Antarctic Bottom Water (AABW) and there is the cooling,

freshening effect of Antarctic Intermediate Water (AAIW).

Antarctic Intermediate Water (AAIW)
Within the polar front zone (Figure 2), a water mass

boundary closely associated with the ACC, polar surface
water, fed from regional Ekman-induced upwelling south of

Figure 2. Position of various oceaic and abmospheric regimes the ACC with dilution by excess precipitation, sinks and
within the Southern Ocean. The Antarctic Circumpolar Current is spreads northward fonning a salinity minimum layer. This
closely associated with the polar front, which separates cold ant- layer, AAIW, demarcates the lower boundary of the south-
arctic surface water from subantarctic surface water. South of the
wind's maximnu westerlies there is generl upweling of deep ern hemisphere thermoclines. The low salinity of AAIW
water forced by oceanic man layer diverge . Zero Eknuk allows cool (40C in the Atlantic; 4-5C in the Indian and
upwelling occurs just north of the maxinum westerlies due to the 50C in the Pacific [Gordon and Molinelli, 1982, Plate 201])
spherical Earth. The belt of atmospheric low pressure, separating water to be delivered to a low density stratum controlling
westerlies from easterlies is the Antarctic Trough. the depth of the Southern Hemisphere's thermoclines, by

limiting downward migration of tropical heating. In the
SOUTHERN OCEAN RELATION TO Atlantic AAIW spreads north of the equator, with remnants

THE GLOBAL OCEAN flowing into the northern North Atlantic [Tsuchiya, 1989].
The lack of a continuous western boundary pathway AAIW helps balance the global water budget by transferring

spanning the deep circum-antarctic 500 to 600S belt dis- polar excess precipitation into the evaporative subtropic
allows advection of warm upper layer waters into the South- regions. It also injects high oxygen water into the lower
em Ocean. Establishment of the deep ocean band with the thermocline, confining the subtropical oxygen minimum
resident Antarctic Circumpolar Current (ACC) and strong layer to the mid-thennocline.
water mass zonation, tends to thermally isolate Antarctica What might be considered as a less dense variety of
(Figure 1). Sea ice and some continental glaciation probably AAIW forms in the subpolar region and invades the mid to
began 38 million years ago as the circumpolar band was lower thermocline; this is called Subantarctic Mode Water
forming, with a persistent glacial ice sheet developing 11- (SAMW) McCartney, 1977]. It is drawn from the deep
14 million years ago [Kennett, 1977]. With the cooling of winter mixed layer formed just north of the polar front zone.
the Southern polar regions came cooling of the deep ocean. Like AAIW it cools, freshens and oxygenates the thermo-
Deep ocean temperatures at the end of the Eocene 38 mil- clines of the Southern Hemisphere.
lion years ago were well above 10*C, falling below 5*C by
mid-Miocene, 13 million years ago, to the present-day val- Antarctic Bottom Water (AABW)
ues of near 00C [Shackleton and Kennett, 1975ab]. The water colder than 2*C in the world ocean is derived

The ACC path and associated polar front position are for the most part from AABW. AABW intrudes into each
aligned with the position of the maximum westerly winds ocean basin along specific routes, but eventually its cooling
(Figure 2) [Nowlin and Klinck, 19861, but guided to a sig- effects spread throughout the world ocean. About 57% of
nificant degree by bottom topography [Gordon et al., 1978]. the ocean is colder than 2*C; a percentage of the ocean that
As the ocean surface temperature pattern responds to the cir- may be considered to be directly influenced by AABW
culation pattern, we have the surprising result that the bot- [Gordon, 1988b]. However, indirectly AABW density dic-
tom topography may influence the position of the maximum tates the density for other deep water sources if they are to
westerlies. A relationship between wind patterns and moun- compete with AABW for a piece of the deep ocean volume.
tains may be not be surprising, but a relationship between Because AABW is reworked deep water drawn from the
wind and the shape of the sea floor is an unexpected link. world ocean, as long as the Southern Ocean does not expe-
Perhaps the ACC and coupled wind field are not as free to rience greatly increased fresh water input, its chilling effects
shift with changes in climate as might be expected? on upwelled deep water ensure that it can produce denser

While the warm upper layer of the ocean is prohibited water, at least at the large scale.
from advecting across the circumpolar belt into polar Vigorous modification of ocean water occurs over the
regions, geosrophic balance of the ACC allows deep and continental shelf of Antarctica. Very cold shelf water is the
bottom water to have isopycnal access to the cold polar prime contributor to the deep-reaching convective plumes
atmosphere. Density characteristic of the sea floor north of over the continental slope leading to the formation of
the ACC is found near the sea surface to the south of the AABW [Foster and Cannack, 1976; Foldvik et al., 1985].
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Included within the AABW category one may consider front zone would not extend as deep. Les SAMW would
cooling of the deep water strata by isopycnal spreading of form, though what did form would spread into a shallower
Southern Ocean deep water, as mentioned above, in addition Oess dene) layer within the thermocline. Study of the
to the more classically defined AABW formed along the changing roles of AAIW and SAMW under a climate-
continental margins. In a sense, the Southern Ocean deep altered state is the job of a model that properly stimulates
water spreading above the continental margin-produced the thermohaline circulation.
AABW forms the botom water far to the north.

Formation of traditionally defined AABW formed along ANTARCTIC BOTTOM WATER AND POLYNYAS
the continental margins, and the open ocean deep water The sea ice cover acts to decouple the ocean from the
cooling by convection within the deep ocean, may be atmosphere, limiting ocean cooling by the polar atmosphere.
strongly related to the occurrence of polynyas. As they rep- However, the sea ice blanket is broken by polynya "holes"
resent "holes" in the insulating blanket of sea ice, with which are centers of extreme ocean-atmosphere interaction
ocean-atmospheric heat flux 10 to 100 times that of the ice- [Smith et aL, 1990]. Coastal polynyas are "sea ice factories"
covered ocean, polynyas cool the ocean [Gordon, 1988a]. It that produce dense water leading to formation of AABW
is important to be able to predict the future trends in polynya [Zwally et al., 19851.
size and frequency, if we are to predict the Southern Ocean The deep ocean north of the margins is also directly
role in global change. affected by polynyas. The water column within the central

Weddell Gyre was cooled to near 3000 m during the Wed-
ANTARCTIC INTERMEDIATE WATER dell Polynya event of the mid-1970s (Figure 3). Salinity and

AND GLOBAL CHANGE density profiles indicate the cooling was accomplished by
Changes in circumpolar belt surface water temperature deep-reaching convection. While the Weddell Polynya was

and salinity would be expected to alter the thermohaline observed only in the mid-1970s, small, short-lived polynya
characteristics of AAIW. The density layer that "holds" the events in the same region are common [Comiso and Gor-
salinity minimum core layer under the thennocline would don, 19871. Their influence may not be as dramatic as the
also change. For example, a salinity change of AA1W by 0.1 giant polynya of the 1970s, but their overall toll on the
psu changes the density anomaly, sigma-0, by 0.1, altering ocean's climatic thermohaline condition may be substantial.
the salinity minimumn depth by 50 meters (with today's ther- Observations from the Polarstern in winter 1986 along
mocline density stratification). A temperatue change of the Greenwich Meridian shed some light on the winter
I.°0C would have a similar result. Therefore, solely from period vertical thermohaline fluxes and their relationship to
the alterations in AAIW density, the salinity minimum depth the ice cover. The mixed layer beneath the winter sea ice
and associated thermocline thickness along with thenno- cover is significantly depressed in oxygen saturation [Gor-
cline storage of heat and fresh water would be altered. don and Huber, 1990]. Incorporation of WDW into the win-

What will happen to surface water characteristics in the ter mixed layer is responsible for this mtdersattion
polar front zone during the impending global warming? (Figure 4). WDW also introduces heat and salinity into the
Models vary on this point, mainly due to different par- surface layer which strongly influences the mixed layer sta-
ameterizations of sea ice. Manabe et al. [1990) found that bility, sea-air exchanges and sea ice formation processes.
within the 50-60°S band, sea surface temperatures decrease The total WDW transfer into the mixed layer along the
by I 0C in a 60-year period following an abrupt doubling of Greenwich Meridian from the ice edge to the margins of
atmospheric CO2 as upward flux of deep water heat is Antarctica averages 45 m yr1, implying a residence time for
greatly reduced by increased mixed layer stability, a conse- the surface water of 2.5 years. The associated winter heat
quence of greater precipitation. Surface salinity in the 50- flux is 41 W m-2 , which limits ice thickness to about 55 cm,
600S belt decreases by 0.4 psu, decreasing surface water agreeing quite well with observations [Wadhams et al.,
density sufficiently to overcome density increase of the 1988]. The air temperatures measured during the 1986
slight cooling. The wind stress on the sea surface is some- Poargtern cruise are just Sufficient to remove the WDW
what increased in the 5-60S band. This suggests that heat input in the presence of observed ice thickness and con-
AAIW formation rate, forced by cross frontal Ekman trans- centration. This suggests that the sea ice cover and WDW
port, would continue or be enhanced. Therefore, in the heat input into the mixed layer ae in approximate balance
greenhouse-warmed world we might expect continued for- by mid-winter.
maion of AAIW, but at a slightly lower density (lower in The static stability between the cold, low salinity mixed
salinity though slightly cooler). This would inject AAIW layer floating above the warmer, saltier deep water is quite
into a shallower level within the thermoclines to the north. weak; small factors influencing the salinity budget can upset
Surface water does not account for all of the AAIW volume, it, causing vigorous convection and deep ocean ventilation.
but it is instructive to point out that AAW which is 0A psu It is likely that a network of negative feedbacks maintains
lower in salinity and I OC cooler would decrease the density the thin veneer of sea ice in a moe-or-less stable configura-
of the salinity minimum layer sufficiently to have AAIW tion [Gordon and Huber, 1990, Marinson, 1990]. This bal-
injected into the 100C stratum, a condition which is similar ance depends for the most part on the fresh water budget,
to today's North Pacific Intermediate Water. The conclusion including the sea ice formation and melting rates, and may
is that greenhouse-warmed climate may indirectly limit be upset by additional salt input into the surface layer by
downward penetration of the thermocline and associated topographic-induced upwelling; by large sea ice divergence,
ocean heat storage. or perhaps by a colder or longer winter season. The Weddell

What of the role of SAMW? As surface water becomes Polynya of the mid-1970s deustrates that a deep-reaching
less dense, the winter mixed layer just north of the Polar convective mode can develop when the weak regional sta-
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bility is upset [Gordon and Comiso, 1988; Gordon, 1988a]. Maud Rise could trigger a convective mode and generation
The removal of the insulating sea ice cover during a polynya of a polynya. Additionally, around Maud Rise and to its
event greatly enhances ocean-atmospheric fluxes as the sea west are patches of warm WDW [Gordon and Huber, 1990].
surface is exposed to the polar atmosphere. Thes patches seem to be the consequence of a wake phe-

The extreme seasonality and rapid spring melting of the nomena. Accompanying them is a shallowed pycnocline.
present-day Southern Ocean sea ice cover implied a sig- The combination of the shallow pycnocline and warm
nificant role for ocean heat flux [Gordon, 19811: the buildup WDW encoum ges vertical fluxes and might trigger 'chim-
of heat within the mixed layer induces melting even before ney" convective cells and polynyas [Ou and Gordon, 1986.
the atmospheric radiation balance and temperatures warm It is hypothesized by Gordon and Huber [1990] that the
sufficiently to melt ice directly. Ocean heat flux also limits combination of circulation to topographic coupling and
sea ice thickness during the winter. As vertical oceanic heat spin-up of the Weddell Gyre's baroropic circulation
and salinity flux is responsible for the spring melt and lim- induced by an increase of the regional wind stress curl
ited winter sea ice thickness, we may consider that the vigor would enhance the probability of polynya development in
of Southern Ocean ventilation potential is directly linked to the vicinity of Maud Rise.
sea ice seasonality. Year-round constant sea ice cover is
indicative of a strongly stratified ocean with small vertical POLYNYAS AND GLOBAL WARMING
heat flux, whereas a strongly seasonal ice cover is depen- During a global warming phase would offshore polynyas
dent on substantial vertical oceanic fluxes. Variations in ver- become more common, cooling the deep ocean, or might
tical heat flux are expected to yield interannual changes in they become less common, allowing wanning of the deep
ice cover extent and seasonality. ocean and slowing the rate of global warming?

While it seems unlikely that the present mode of strat- Again we turn to the Manabe et aL [1990] model, which
ification can be overcome with the present ocean-sea ice.- finds that south of 600S the sea surface temperatur remains
atmosphere coupling, offshore polynyas do occur. Gordon unchanged (floating sea ice essentially anchors the surface
and Huber [1990] suggest that excess salt required to desta- temperature to near the freezing point) during the first 60
bilize the stratification is derived from an external source: years after doubling of atmospheric CO2. while the surface
enhanced upwelling over topographic features, e.g., Maud salinity decrases by up to 0.4 pU 50 years after doubling of
Rise (64-S and 2E). atmopheri CO2. The salinity decrease comes about from

As a consequence of circulation interaction with topog- decreased convection with the deep water forced by an
raphy, the Maud Rise water column stands out as an anom- approximately 10% increase in precipitation minus evapora-
aly relative to the surrounding region, with a significantly tion hro their model run with the present CO2. The model
more saline and dense mixed layer [Gordon and Huber, sea ice thickness generally increases, in sup contrast to the
19901. Below the mixed layer the water column over the greatly thinned sea ice cover of the Arctic. The model
crest of the Rise is identical to that over the flanks if th la- results imply that decreased surface salinity and increased
ter water column is upwelled by 400 meters. This uplifting mixed layer stability suppress deep convection, making off-
is believed to be a response of the upstream flow encoun- shore polynyas less common. The model also shows warm-
tering the Rise. Increased upstream flow would be expected ing of the deep water of the Southern Ocean as a... the CO2
to increase Maud Rise upwelling and the dependent salinity induced reduction of convective cooling causes the very
(density) of the mixed layer [e.g., Huppert and Bryan, slow but significant warming of the subsurface ocean layer
19781. Slight increases in the mixed layer density over of the model... [Manabe et al., 1990, pp. 739-740].
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Figure 3. Pomxiial tempaurme, salnity md density profies before and after the Waddell P'lynya occuence of 1974-1976 [from Gordon.
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I50. IIIII" o lower horizon at the thenmocline base, reducing the thick-
ness and volume of the thennocline from tday's value.

1eye hFurtr south, within the seasonal sea iem zone, global
too y hi I - ,ontinent wanning may change the frequency of Southern Ocean pol-

To i- - ynys. This would alter the ventilation pontal of fhe
I -[]-- Southern Ocean. ff polynya frequency decreases and the sea0%

-- ice cover is more complete there would be less ventilation
*0 - of deep global ocean by cold antarctic water muses, result-

- - - -. ing in warmer deep ocean (assuming the warming of the
deep ocean by downward diffusion across fte thennocline

0 and formation of North Atlantic Deep Water continues).
58 60 62 64 66 68 70 Greater heat storage in deep ocean forestalls global warm-

Latitude *S ing, a negative feedback to overall global wanning.
Will coastal and offshore polynyas become more or lessFigure 4. Weddenl Deep Water (WDW; in me~tis) aion common as global warning takes hold? To answer this

into the winter mixed layer below the ea ice cover. Vawe
based on oxygen undaturition with the asumptions that oxygen question we need an understanding of the forces that ini-
is a conservative perty below the winter sea ice [Gordon mid tate, maintain and terminate present-day polynyas. We need
Huber, 19901. WDW ainment increasesm towards the south, to understand these processes well enough to have them
Maud Rise and the ontinental margins have higher WDW tn properly reprsented in global-scale coupled geneal circula-suggested by the linear trend. This is an effect of uplifting of the
water colunmn by interaction of circulation me topography. The tion models. We are not yet at this point and cannot make
mean thicknes of the mixed layer is 110-115 meters, which is quantitative forecasting of polynya frequency and the effects
replaced in about 2 years by WDW. of Southern Ocean processes on global warming. However,

as always we are free to speculate, to provide an educated
The model shows that the wind stress on the sea surface albeit qualitative guess. Expected: Coastal polynyas would

remains unchanged over 60-70°S. Therefore, the proposed continue in much their present form; continued formation of
relationship between wind-driven circulation and the topog- AABW along the continental margins of Antarctica is
raphy-induced upwelling, mentioned above, may not be expected. Offshore polynyas would become less common as
altered in the greenhouse-warmed state, the mixed layer becomes more stable. This would lead to

How might coastal polynyas react to global warming? diminshed open ocean convection and ventilation. Which
This is a more difficult question since inspection of coastal effect is more important in regard to global ocean ventila-
wind conditions, which are driven by local factors, with glo- tion? That answer awaits improved, more quantitative
bal circulation models may not be justiied. A speculation understanding of Southern Ocean proces.
follows. During the early years of global warming most sci- The speculations offered in this paper suggest that open
entists believe that the Antarctic ice sheet will stay close to ocean convection would be reduced, leading to a warmer
its present size and might even grow due to greater amounts deep ocean. However, decreased salinity of AAIW would
of precipitation, as appears to be the case for the present-day force it to invade a shallower density horizon, limiting the
ice sheet [Bentley and Giovinetto, 1991]. However ther are thermocline's thickness and volume to less than that found
large uncertainties in the various components of the ice in today's ocean. This counters the warming effect of the
sheet budget, including the rather significant ocem-induced deep water. Coastal polynyas and associated AABW may
melting at the base of the ice shelves [Jacobs, 1991]. ibis not change, at least not until the Antarctic ice sheet shrinks
would allow continuation of drainage of cold Antarctic air in response to global warming, a very long-term ospecL
directly into the coastal regions, continuing presence of As the thermocline change would occur at a faster rate than
coastal polynyas and associated AABW formation. If the deep ocean warming (based on present-day resident
Manabe et al. [19901 are correct i. that air temperaure times, decadal to century time scales for the thernocline,
over the sea ice zone would become colder, coastal winds with century to millennia time scales for the deep ocean), its
driven by the contrast between air temperatures over Ant- effect would precede the polynya influence. Thus the initial
arctica and air temperatures over the ocean would weaken, influence of the Southern Ocean to global warming would
and polynyas would become smaller with less AABW for- be to limit heat storage within the thermocline. A longer-
mation. However, the colder air would compensate the term influence would be to increase heat storage within the
smaller polynya width, producing similar amounts of sea ice deep ocean. The latter may be more influential in the long
[Ou, 1988]. Prediction of the response of coastal polynyas to run, due to the greater volume and heat storage ability of the
global warming is elusive (even at the speculative level), but deep ocean. Inspection of the magnitude and exact time
it is important to understand how they may change and what scales of these pq changes requires a global coupled
effect that would have on formation of AABW. ocean-atmosphere model that properly simulates the ocean's

thermolaline circulation.
CONCLUSIONS
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Model Studies of the Effects of Global Warming and Antarctic Sea Ice Changes

on Antarctic and Global Climates
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00- ABSTRACF
N am We discuss the results obtained in three experiments by changing the globalocean temperatures and the concentration and distribution of Antarctic sea ice in a

NGenera Circulation Model of July climate, with a view to determining the local and
global impacts of Antarctic sea ice variations alone, as distinct with those coupled
with global scale temperature changes which may be associated with global warm-

Sing. In all cases there were significant changes in the upward flux of sensible heat
over the sea ice zone associated with the reductions of sea ice.

_The response of weaker westerlies between 40 and 650S was common to all
three experiments. Our analyses suggest that a significant proportion of this is a
response to the change in sea ice concentration alone. (Not surprisingly, further
north of this region most of the changes induced in the wind structure in the global
forcing experiment can be seen as due unambiguously to the differential changes in
ocean temperatures.). This weakening of the westerlies means there is less mechan-
ical forcing of the ocean in this region. From this we suggest that when considera-
tion is given to the possible impact of feedbacks not considered in these
experiments, sea ice changes alone, and particularly those in the Southern Hemi-
sphere, have the potential to induce changes on a hemispheric scale.

INTRODUCTION changes in the boundary conditions in the high latitudes and
The sensitivity of global climate to changes in various also examine the extent (realized or potential) of changes on

forcings is now assuming much more than academic interest a global scale to these changes. We also consider the prob-
as we come to realize that the climate may be very sus- len from the reverse direction; that is to say, what is the
ceptible to some changes and that the time rate of change effect on polar, and particularly Antarctic, climate of
may be quite rapid. Over the past century the surface air changes made in remote locations or even on a global scale.
temperature and sea surface temperature (SST) over much The purpose is to clarify the importance of specific forcings
of the earth's surface, particularly in the south polar region on atmospheric climate in certain regions.
[e.g., Jones, 1990;, Jacka and Budd, 1991], appear to have a
positive trend. In addition to ay changes to the forcing on EXPERIMENTAL DESIGN
die global scale, any alteration to the boundary conditions in The GCM used in these experiments is a 21-wave veusion
polar regions is of considerable importance [e.g., Budd. of that described in Simmonds [1985] and its features of rte.
1982]. One of the reasons for this is that the presence of ice evance to sea ice ae presented in Simmonds [19811 and
and snow in these regions adds to the number of feedback Simmonds and Budd [19901; the model's performance is
processes which go into determining climate. Hence the compared with climate statistics in Simmonds et al. (1988]
response of climate to changes on global and polar scales and Simmonds and Dix [1989]. The specification of polar
may be rather different. sea ice includes a fractional area of open water, f,. at each

In this paper we use a General Circulation Model (0CM) grid point in the model. The model was run in "perpetual"
to examine the response of local climates to some specific July mode, with a prescribed global distribution of SST.
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(The use of the "perpetual" month model is not sew as a are performing additional experiments in this series with a
significant reduction on the useful interpretation of these view to exposing the effect of changing individual param-
idealized experiments. It has been shown [e.g., by Zwiers eters one at a time). The control simulation was carried out
and Boer, 1987] that the difference between perpetual and for 600 days while each of the sensitivity runs were inte-
annual cycle model tropospheric climatologies is relatively grated for 300 days.
small in mid to high southern latitudes in July.)

The "control" simulation was run with fw = 0.0 (i.e., con- RESULTS
tinuous sea ice) in both hemispheres. The fist experiment In the 50% leads case the sensible heat exhibits positive
was performed withf, set to 0.5 in both hemispheres (i.e., anomalies over all of the Antarctic sea ice region (Figure
50% open water in the sea ice in both polar regions). (This 2a). The area-weighted mean change is 75.6 W m-2 , with an
is the same experiment reported in Simmonds and Budd extreme change of 236 W m-2 in the Ross Sea. In the control
[1990]; in that publication it was erroneously stated thatf. run (no leads) the sensible heat flux over most of the Ant-
in the Northern Hemisphere (NH) ice had been set to 5%.) arctic sea ice is downward and hmece these differences come
We denote this experiment as H referring to "Half" sea ice from terms with opposite signs. We have not explicitly
concentration. The second experiment upon which we report shown the distribution of sea ice in the model but it is in fact
here was one in which we removed all sea ice, referred to as that region bordered by the zero sensible heat flux change in
R (for "Removal-). Figure 2a. In a narrow latitudinal belt o the north of the sea

In the third of the anomaly experiments (which we denote ice edge the sensible heat flux anomaly becomes negative.
by W, for "Warm") we have increased the ocean tef- This structure has ben commented upon before [e.g., Sim-
peratures globally. The sea surface temperature anomaly monds, 1981; Simmonds and Budd, 1990], and is attributed
imposed in W is a function of latitude only and is shown in to the fact that as air flows off the continent it picks up more
Figure 1. It was derived from the average of the four models senible heat over the sea ice with leads than it would over
surveyed by Grotch [1988] of the response of predicted cinous sea ice. Hence such air reaches the ice-free
June/July/August surface air temperature associated with a regions warmer than in the contol and is responsible for a

doubling of CO2. This anomaly has been added to all the downward anomalous sencoile heat flux. The complete

SST at a given latitude and hence the longitudinal gradients removal o othe July sea ice (experment R. Figure 2b) results

of SST are not changed. In addition to this change, at each in a rather similar pattm of change but, not surprisingly,

longitude on the computational grid the two grid points con- the magnitudes are greater. I will be noticed, however, that

taining sea ice closest to the equator in both hemispheres the this a te shows a degree of nnlinearity with respect

sea ice was removed and replaced by open water at a tem- th e pr me aere of the ieaite withs

peMu of -1.8-C. (Notice that two ice grid points may not tofase ie change averaged over the sea ice domain in this

exist at all longitudes.) The leads fraction was set to 0.2 in cae is 102.9 W m-2, much less than twice the value for the

the sea ice which remained. (A similar experiment has been Jw = 0.5 expezimenL This suggests the relatively large

reported by Mitchell and Lupton [19841. but they did not impact of even small open water fraction.
coniderte ifluce ofean iceton [l9ad]. W ti that In experiment W the pattern of change is rather similar toconsider the influence of sea ice leads. We mention that we uoesonavebtwhsmeiertngdfrnc.

those shown above but with some interesting differences.

Near the edge of the sea ice the changes are similar to those
in R, as might be expected. The removal of the two most
equatwrward ice points at each longitude in the model vir-

ZONALLY-AVERAGEDO SA SuRFACE TDrm , IM IF, tually removes all sea ice from around the east Antarctic
. coast so in this vicinity the forcing is the same as inR, but

the magnitude of the sensible heat flux changes between 90
and 130°E is somewhat smaller. Further south, over the sea
ice itself, the changes are small, even though there is 20%

6 open water there. This is probably consistent with the expla-
nation offered above. One magines that synoptic systems in
W would be responsible for advecting warm air to these
extreme south parts of the ice pack, thus making it warmer
than it would be in the control run. The increased surface
temperature caused by 20% open water is nearly balanced
by the increased air temperature caused by advection from
the north. The sensible heat flux changes are positive over
most of the far southem ice, so the effect of the leads is just
sufficient to offset that of the waner surface air tem-
peratures. Overall, the change in the sensible heat flux aver-
aged over the (old) sea ice region is 58.2 W M-2,
considerably smaller than both H and R.

. - -, . In W ther is a region of negative beat flux change just o
LATITUDE the north of the ice edge in the control simulation. The mag-

nitude of the changes here e smalle than those in R but
ae compmarable with those in H. Because the SST in this

Figure 1. Lada-Cro, profile of the o0M tmpem mmeldy vicinity had been increased by about 6C one might have
used in exp-erimm W. expect the region of positive heat flux anomaly to extend
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-~ beyond the old sea ice edge. The fact that it does not, and
. , ... that it shows similar structure to t other experiments,

'.-~ .... means that the air which flows north over the region of ice
'-~ ., -removal reaches this area with a temperature excess over

that in the control sufficient to offset the effect of the
increase in SST. (The air which flowsfrom the north in syn-
optic system will have equilibrated to a surface temnperature

4.9 <which has been increased by a similar amount. so most of
AS, the effect discmssed above is probably due to northward-

-in the threeexeietwepeetdiFiue3(Ide
/ ~Figure, stippling dienotes regions where changes are sig-

L nificantly different from zero at the 95% confidence level
-~ (using a univariate tea [Simmonds, 1981])). The reaction in

/ H is virtually confined to the southern extratropics (Figure
- ---- 3a). It isdomiinated in this region by abelt of negative (ie,

T easterly) anomalies extending through the entire atmospher
_______________________between about 30Oand 65?S with positive (ie., westerly)
______________________anomalies further to the south. There is a small region of

N A ***-~***N sinifiantstrengthening in dhe upper troposphere, at W0S.
...... . Figure 3b exhibits a rather similar patn of change for the1.... .. 6. ..-L . ~ R experiment, while the magnitudes in the troposphere have

-. .~..............tincrease.The negative anomalies in the mid tohugh lat
itudes of the NH have gained in intensity. Most of the sig-
nificant tropospheric response in W (part (c)) occurs in the
Southern (winter) Hemisphere. The reduction in the strength
of the westerlies between 45 and 650S are in excess of 3 in

I:* -~ L~-s-1 at the tropopause. To doenorth of this is aregion of sig-

'Wan westerly anomalies are also simulated further to dhe
N - south through much of the lower levels. Signficant westerly

gr anomalies cover much of the stratosphere outside die south-
en extratropics. Most of these features are similar to those

< simulated by Mitchell and Lupton [1984].
N, / N~ * N /DISCUSSION

N / " -The experiments we have performed allow us to assess
____ ___ ___ ____ ___ ___the impact on global and Antarctic climate of changes made

A N /both globally and in the polar regions only. The change in
.*. ... sensible heat flux over the region of the (orignal) Antarctic

sea ice was smallest in W. This at first sight appeared puz-
zling when one considered that a large amount of Antarctic

-. -sea ice was "removed" in this experiment. (In the control
experiment there was 15.7 x 106 Wm of ice in this region,

< 7.9 x 105 km2 in H aidonly 3.7 x, 106 km2 in W.) The to-
* ~ <K.son for this apparently unexpected result was explained ear-

-~~lher and stesses the dangers of expecting quasi-linear
-~ ~- -9responses in thes sorts of studies.

Nj.. get:/ All simulations show significant easterly anomalies (ie.,
reduced westerly winds) between 40 and 65?S and westerly

2 anomnalies to the south of this. In addition, all show a slogt
*. intensification in the westerlies near 3MO in the troposphere

(most pronounced in ). Teefecstntorepresenta
/ ~A ,~general reduction in the strength of the circulationsouth of

die high pressure belt with reduced sea ice and warming.
Mheronawind response south ofabout 3S in Hand Ris

--------a sizable f1raction of that simulated in W, indicating the
Figure L* Ditea between the surface ee l hes important impact perturbations to the sea ice distribution
flu of the H (a) (top) R (b) (middle), md (c) (boom) aid the Slid concentration alone. However, it app=r that the influ-
contmol siulationt. The cnlutr intrval is 40 W tnr2, the zero mne of these Polar changes does not extend eqmmkwwd of
contotw is acuatod eid negative contours am dahed. this latitude.
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The induced changes have an influence on the momen-
tum balance through changes to the surface drag coefficient ZONALLY-AVERAGEORAD COEFFICIENT I- Is.31

CD and the surface fluxes of energy and momentum. These 3 ,
latter are of importance in inducing changes to the ocean cir-
culation which in turn give rise to a redistribution of heat CONT1o0

and SST [Budd, 1986]. In particular, the weakening of the salt

midlatitude westerlies in the Southern Hemisphere smim- WARM

lated in all the experiments might be expected to change the
strength of the large anticyclonic ocean gyms which are 2

important in the maintenance of the east-west temperattre .
gradient in the various ocean basins. Regional scale climate
is quite sensitive to this gradient [e.g., Simmonds et al., .
1989] and changes to it can induce large effects remotely. In I,,-

our case we simply prescribe the SST and hence the ocean is
not able to respond in the manner outlined above. However,
we have seen that a significant part of our change induced in
the southern midlatitudes comes about as a response to the
sea ice modifications alone. Hence high latitude changes
may be able to influence regions further removed than those
considered here through the medium of oceanic response. g ,_,_,_________, _ I
There is much evidence to suggest that anomalies at mid to -30 -4i -50 6 -70 -so -0

high southern latitudes do have impacts of this nature. For LATITUDE

example, van Loon and Shea [1985] have found that the
(southern) winters before Southern Oscillation Warm Figure 4. Zonaly averaged drag ceficient (x 103) in the H
Events are marked by weaker surface westerlies in the cen- (50%). R (100%). W (WARM) and control (CONTROL) sin-
tral and eastern Pacific between 30 and 600S (and westerly laions.

anomalies to the north of this belt). It may be that changes in
the atmospheric flow induce changes in the oceanic circula- of the drag coefficient with sea ice concentration is con-
tion whose effects are felt some time later and at remote bMn with the observations and atmspheric boundary
locations. The fact that significant positive correlations have layer nmdel results of Burns [1990]. She found that the drag
been found between Antarctic sea ice extent and the South- coefficient decreased almost linearly with f., and under
em Oscillation Index when ice area leads the Index [Cluiu "rough" sea ice conditions (floe sizes between 5 and 3D m)
1983] suggests that Antarctic sea ice is a forcing mechanism the drag coeficient decreased by about a factor of two in
of some importance in this sequence. This is consistent with association with a change of f, from 0.0 (solid ice) to 1.0
the picture presented above. The validity of these ideas can (open water). The data presented in Figure 4 show our mod-
only really be tested in a reliable coupled atmosphere-ocean eled CD to exhibit a very similar behavior. The zonal aver-
model. ages presented hem must be treated with a little caution

We can examine, however, the changes in the exchange because at certain latitudes the zonal average contains other
coefficients (which depend on wind speed, stability and sr- than sea ice points. To allow a better appreciation of
face type in the manner detailed in Simmonds [1985]) and changes over the sea ice region (as defined in the control
surface stresses induced in these s T zn simulation) we have calculated the mean drag coefficient
average of CD in the three experiments and the control is over this region in the various experiments. The mean of CD
displayed in Figure 4. The drag coefficient simulated in the is 2.19 x 10-3 in the contrl. This is reduced by 1.30, 0.60
control run is about 1.0 x 10-3 in midlatitudes and decreases and 1.36 x 10-3 in W, H and R, respectively. The reductions
slowly towards the sea ice edge. Due to the increased rough- effected in the last two ae rather similar to the values of
ness of sea ice compared to that of open water the drag coef- Burns [1990].
ficient rises to over 2.0 x 10-3 over the sea ice and drops The changes in the drag coefficient and the near-surface
back to about 1.0 x 10-3 over the Antarctic continent, due to winds have implications for the momentum flux across the
the extreme low level stability. Mitchell and Senior [1989] earth-atmosphere boundary which are of relevance to the
have also found that a change in surface roughness contrib- forcing of the ocean circulation. The meridional distribution
uted substantially to the response to reduced (continuous) of the eastward component on the surface stress in the con-
sea ice extents. trol run and the three experiments are displayed in Figure 5.

As leads ae opened up in the pack ice there are two com- North of the sea ice edge (about 60S) there is a reduction in
peting influences in changing CD. Frst, as warm water is the stress in the H experiment compared to the control and
exposed beneath a cold atmosphere the stability dependence an even greater reduction in R. Differences are seen as far
in the drag coefficient will tend to increase CD. On the other north as 40°S. For the most part there is an even greater
hand, in the model the roughness length of the exposed reduction in W. Frm Figure 4 it is seen that there is very lit-
water is considerably less than that of the sea ice so this will tle change in CD over this latitude domain (even in W in
tend to diminish the drag coefficient. It is clear from Figure which the surface temperatures had been changed dramat-
4 that the second influence dominates. Andreas and Murphy ically), so any changes in the stress come about as a result of
[1986), among other, have studied the behavior of bulk changes in the wind speed. This is consistent with the sur-
transfer coefficients over sea ice with leads. This behavior face wind changes displayed in Figure 3. Over most of the
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CONCLUDING REMARKS
EASTWARo SURFACE STRESS . 1o.. 2 We have compared the global and high southern latitude

2 .atmospheric response of a 0CM to the specification of f5-

CONROLtin of open water in the Antarci winter pack ice. Experi-
15 - COTR0e ments have been perfonned with this fraction set at 50% and

, at 100% (i'e.. comp-ine ice removal) and we have -
3 - " thee simulations with one in which the ocean temperatures

on a global basis were specified to be those which might be
5 expected under global warm conditions amd an associated

reduction of sea ice by about 70 of latitude. Our results
allow us to estimate the local and global impact of local and

C global changes in the surface conditions which may be asso-
-, ciated with global warming.

In all cases the surface flux of sensible heat across the
-10 area of Antarctic sea ice zone increased signifiantly. The

I smallest increase was simulated in the W experiment, even
-,5 though the Antarctic sea ice specified in this case was less

than that in H. We have discussed the rasons for this appar-

-20 _______, _________,____ ently contradictory response. At high southern latitudes the
-30 -40 -50 -be -70 -s0 -90 changes in the zonal average of the eastward wind corn-

LATITUDE
LATITUDE_ _ _ ponent showed similar tropospherc structure in all three

experiments, with weaker westerlies between 40 and 65oS
Fiaure S. Zonally averaged eastward surface wind strew (x 102 and anomalous westerlies further south. The amplitude of
Pa)in die H (50%) R (100%), W (WARM) and cmurol (CON- these responses are smallest in H, and greatest in W. The
TROL) simulations. results demonstrate the important role in these changes

played by Perturbations of sea ice concentration on its own.
sea ice zone there is a reduction of the westward stress in H (Further noruh of this region most of de changes induced in
and R, which is mor marked in thde latte. In this case the the wiand structure in W can been seen as due unambigu-
change comes about as a ault of two complementy influ- ously to the differential changes in ocean temperatures.)
ences; the progressive reduction of the drag coefficient from Even though the surface temperature in this vicinity has
the control, through to H and R (Figure 4) and the presence been changed in W the zonal average of the computed sur-
of westerly surface wind anomalies in this region, being face drag coefficient in the experiment, and indeed the other
stronger in R. Interestingly, oe eastward stess in W is mom two, is vMY similar ID that in the controL The weakening of
similar to the control over this region than either H or R is to the westerlies mentioned above suggests less mechanical
the conlroL.This is in spite of the fact the CD associated forcing of the ocean in this region which, in turn, may have
with this simulation is further removed from the control than implications on changes on a larger scale. The results of
that for H. Over the sea ice region the eastward surface these experiments point to some of the roles which may be
stress on the atmosphere in the control simulation is -0.65 played by Antarctic sea ice variations alone in a global
Pa and positive anomalies of 038, 0.48 and 0.78 Pa are sim- warming and in association with some feedbacks not con-
ulated in W, H and R, respectively. sidered here.
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ABSTRACT
Monthly antarctic station temperatures are used in conjunction with grids of sea

ice coverage in order to evaluate temporal trends and the strength of associations
between the two variables at lags of up to several seasons. The trends of tem-
perature are predominantly positive in winter and summer, but predominantly neg-
ative in spring. The spatially aggregated trend of temperature is small but positive,
while the corresponding trend of ice coverage is small but negative. Cross-
correlations between concurrent anomalies of the two variables are negative over
most of the continent and are strongest over the Antarctic Peninsula, especially in
winter. In regions other than the Antarctic Peninsula, lag correlations between sea-
sonal anomalies are generally stronger with ice lagging the summer temperatures
and with ice leading the winter temperatures.

INTRODUCTION output. The feedback will clearly depend on the magnitudes
Temperature fluctuations in the polar regions are of par- of tie effects of sea ice and air temperature on each other.

ticular interest in the context of global change because of One of the aims of this study is an evaluation of lead-lag re-
the possible amplification of these fluctuations by various lationships involving sea ice and air temperature, with an
feedback mechanisms. Among the factors that may be in- eye toward feedbacks that may enhance climatic change. A
volved in such feedbacks are changes in polar clouds and second aim is an evaluation of the recent trends of surface
atmospheric water vapor, the vertical stratification of tem- air temperature in the Antarctic. This evaluation is mo-
perature, and sea ice coverage. The latter is associated with tivated by the possibility that a spatially coherent pattern of
large surface albedo fluctuations that underlie the so-called high-latitude temperature trends could be an early indicator
"temperature-ice-albedo feedback, which contributes to of climatic change in view of climate models' relatively
the polar amplification of the climatic warming projected by strong polar sensitivities to prescribed changes of green-
global climate models under various scenarios of increasing house gas concentrations. However, the recent (1965-
greenhouse gas concentrations. The land-based observa- present) hemispheric "warming" has not been amplified in
tional record shows that the northern hemisphere warming the Arctic [Hansen and Lebedeff, 1987], and the spatial pat-
of the 1900-1940 period was approximately three times tern of recent arctic and subarctic temperature changes is
larger in the Arctic than in middle latitudes (e.g., Hansen quite complex [Jones. 1988, Figure 21. Several northern sub-
and Lebedeff, 1987, Figures 6-7]. regions (e.g., Europe, Baffin Bay-Davis Strait) even display

Despite its potential climatic impolxance, however, there a net cooling trend since 1967. There have been no
has been surprisingly little quantitative assessment of this systematic evaluz ions of the spatial and seasonal variations
feedback on the basis oi either observational data or model of the trends of recent antarctic air temperatures, especially
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in the context of corresponding sea ice variations. A corn- The sea ice computations are based on the digitized
panion paper in this volume [Zwally et al., 19911 describes weekly ice charts of the Navy/NOAA Joint Ice Center [e.g..
the trends of satellite-derived sea ice coverage during 1973- Gross, 1986]. These charts have been produced opera-
1987 over the antarctic waters and various subregions. tionally since January, 1973 and have been subsequently

digitized at -25-kn resolution. The primary input for the
DATA SOURCES antarctic ice charts is satelite imagery, especially the pas-

The computations utilize data from two sources. The air sive microwave inges obtained from the Nimbus-5 and

temperatures are the monthly antarctic station temperatures Nimbus-7 satellites. Our transformation of these grids into

compiled by Jones and Limbert [1988]. This dataset con- monthly grids at somewhat coarser resolution is described in

tains temperatures for 29 stations (Figure 1 and Table 1) the following section.

with varying periods of record. As shown in Table 1, most COMPUTATIONS
of the records began in the 1950s (generally in conjunction
with the IGY) and extend through the present. This study The digitized weekly ice charts for the Antarctic were
does not utilize data subsequent to December 1987, which is processed vito a slightly corer grid for detring thetheendng ateoftherecrd f aaiabl se ic daa.The temporal variations of ice cover. The ice concentrations for
the ending date of the record of available sea ice d . the end of each month were obtained by interpolating in
Jones and Limbert [19881 compilation drew primarily on time between the last week of the month and the first week
data from the World Weather Records, Monthly Climatic of the next month. The concentrations were then inter-
Data for the World, and supplemental sources such as the polated bilinearly to a polar stereographic grid with a cell
records of weather services of individual nations. size of 110 km x 110 kin. Thus, one grid of sea ice con-

centrations in the Southern Ocean was created for each
month of the record. From these, the actual ice area was
computed for fixed 200 longitudinal sectors by summing the

Name Period of Latitude Longitude products of the ice concentrations and the corresponding
Record (SO) (o) ocean areas of all grid cells in each 200 sector. The areal ice

extent was computed by summing the areas of all grid cells

1 Rothera Point 1946-1988 6734 68008'V with concentrations greater than 15%.
2 Faraday 1944-1988 6515' 64015V or the purposes of the analyses of trends and cross-
3 B. A. Arturo Prat 1966-1988 6230Y 59041'V correlations, the actual ice areas in 200 longitudinal sectors

were averaged over three-month seasons (Jan.-Mar., Apr.-
4 e 1944-1988 6212 58056V June, July-Sept, OcL-Dec.). The surface station air tern-5 Pdze.FdurdoF rei 1969-1988 62"15 5856WB.A. Bernardo 1963-1988 6319 57054W peraures were also grouped into seasonal averages. Seasons

O'Higgim with all three months of temperatures missing were included
in neither the trend nor correlation computations.

7 Eqeza 1945-1988 6324 56059W The trends in air temperature and sea ice area and extent
8 Vicecomodoro 1970-1988 64014! 56049"W were obtained using the seasonal "anomalies" or departures

Marainbio
9 Signy Is. 1947-1988 6045' 4630W from the 15-year mean of 1973-1987. For each season the

data were fit to a straight line by the method of least
10 Isla Orcadas 1903-1988 60044! 4444W squares. The slope of that line is said to be the trend over
11 General Belgrano 1955-1979 77058'  38'48V that period. Statistical significance of the trends was tested
12 Halley Bay 1956-1988 75030 26039V

13 S. A. N. A. E. 1957-1988 70019 221V
14 Novolazamvskaja 1961-1988 70046 1 1OE
15 Syowa 1957-1988 69Y 39035E Reo=A

16 Molodeznaja 1963-1988 6740' 45051'E , 10

17 Mawson 1954-1988 67036 62°53'E
18 Davis 1957-1988 68035' 77059'E

19 Mimy 1956-1988 66033' 93001E 1

20 Vostok 1958-1988 782T 106052E
21 Casey 1957-1988 66015' 11032E

22 Dumont DUrvi~le 1956-1988 66044Y 140001'E

23 Laeingradskaja 1971-1988 693(Y 159023E
24 t Base 1957-1987 77051' 166045E

25 McMurdo 1956-1988 77051 ,  15972.E
26 Rusakaja 1980-1988 74042 13651V amc
27 Byrd Station 1957-1975 80"01' il923'W
28 Siple 1973-1986 7555 8355W
29 Amundsen-Scot 1957-1988 90W -

Fiure 1. Locations of the 29 stations listed in Table 1. A-D ae

Table 1. Antarctic stations: Periods of reord and locations, regions over which results we consolidated (see text). (Adapted
frm Jones and Limbet 11988].)
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by comparing the slope of the linear regression line to the 1980 and 1985. The overall linear trends of the time series
standard deviation of slopes expected from a normal dis- of both ice extent and areal coverage are slightly negative,
tribution of values about the line. primarily because of their large maxima in the first three

The relationship between the air temperature and ice area winters. However, the trends are not statistically significant.
anomalies was investigated by computing the conelation co- Zwally et aL [1991] report similar conclusions from a trend
efficient between the seasonally averaged temperatures at an analysis of the passive microwave data for the Antarctic.
observing station and the actual ice area of the 201 Ion- The linear trends of surface air temperature for winter
gitudinal sector in which the station is located. The correla- (July-September) and spring (October-December) are
tion of the two variables was computed for cases with no shown in Figure 3. (The plotted trends are for the period
seasonal lag, and with lags of one and two seasons. Correla- 1973-1987, inclusive; stations for which no value is plotted
tions are shown in the following section for the various were missing more than one-third of the months of data.)
leads and lags of the ice anomaly relative to the temperature The trends for each season show some spatial coherence in
anomaly of a given season. Finally, the correlations were the sense that adjacent stations generally (but not always)
also regionally averaged according to the divisions n Figure have trends of the same sign. The stations with trends of the
1. Region A includes the largest number of stations, near to largest magnitude are also generally in the same region, e.g.,
and on the Antarctic Peninsula. Regions B and C include the Antarctic Peninsula in winter, the Davis Sea in spring.
most of East Antarctica. Region D, which contains very few While the winter map is dominated by positive (warming)
stations, includes the western Antarctic and the Ross Sea. tds, the wing map contains mostly negative (cooling)

RESULTS trends. The four-season summary in Table 2 shows that
Figure 2 shows the time series of end-of-the-month sa summer and winter are characterized by a general warming,

ice coverage and sea ice extent for the entire antarctic re- and that spring is characterized by a general cooling. In

gion. The time series is dominated by the seasonal cycle, as
the ice-covered area varies from approximately 3 x 106 km2

in late summer to 18-20 x 106 km2 in late winter. However,
substantial interannual variability is also present, especially
in the It e-winter maxima. The greatest ice extent and areal a) Vtuiu, JA
coverage were reached in the early years of the record
(1973-1975), after which the smallest late-winter maximum
occurred (1977). These interannual variations are very sim-
ilar to those computed directly from the satellite passive
microwave data [Zwally et al., 1991]. There is also fairly
close agreement in Figure 2 between the interannual fluctua-
tions of ice extent and areal coverage, implying that either
measure of sea ice variability is a reasmble proxy for the
other.

The envelopes of the annual maxima and minima in Fig-
ure 2 vary rather smoothly from year to year, indicating that 3
the interannual fluctuations are autocorrelated at lags of a
year. Relative minima in the late-winter (maximum) ice
coverage occurred in 1977 and 1987, while relative minima
in the late-winter (minimum) ice coverage occurred in 1974,

b) Spring, OND
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"external" factors. However, cross-correlations of the two
Season Stations w/ Stations w/ variables at various lags can be used to construct so-called

warming cooling "cross-correlation functions," in which asymmetries may in-
dicate that the association is stronger with one variable lead-
ing than with the same variable lagging the other. Cross cor-

Winter-AS 17 8 relations of northern hemisphere sea ice and temperature

Summer-JFM 21 4 [e.g., Lemke et al., 1980] are indeed characterized by a dis-

Autumn-AMJ 12 13 tinct asymmetry such that the larger correlations occur when
temperature leads (*forces") the ice. In the sense that these
asymmetries can suggest which links of a feedback loop are

Table 2. Numbers of Antarctic stations with warming and cooling stronger, the crass-correlations can be regarded as the
trends over the period 1973-1987 by season. "building blocks" of a quantitative diagnosis of feedback

loops.
Figure 4 shows the zero-lag cross-correlations computed

autumn, warming and cooling are indicated at approximate- from the concurrent seasonally averaged air temperature and
ly equal numbers of stations. The results thus illustrate the sea ice coverage during the 1973-1987 period. (1he plotted
dangers of extrapolating trends from one season to another. crass-correlations are averages of the values for all stations
Overall, the seasonally and areally averaged trend for the in each of the four regions-A. B, C, D-shown in Figure 1.
Antarctic is slightly positive but not significantly different The cross-correlation for each station is based on ice cover-
from zero. This weakly positive annual trend is consistent age in the 20r longitudinal sector containing the station.)
with the very weak negative trend in overall antarctic sea ice Except for the data-sparse Region D, the cross-correlations
coverage. We emphasize that neither trend is statistically are consistently negative, indicating the general coincidence
significant (at the 95% level) for the Antarctic as a whole, of positive sea ice anomalies and negative temperature

It should be noted that the regional trends of temperature anomalies (and the converse). The cross-correlations are
and sea ice are generally larger than the areally and season- largest in Region A (Antarctic Peninsula) in the autumn and
ally averaged trends. In the Weddell Sea, for example, ice winter seasons, when the average values of -0.7 to -0.9
extent during winter shows a statistical decrease from the indicate that over half the variance in one variable can be
late 1970s into the 1980s; the corresponding trends of winter described by the other. The cross-correlations in the other
temperature are positive. Specific "clusters" of years also regions are smaller, especially in spring (OND). The small
show consistent anomalies of sea ice and temperature in the correlations in spring suggest that springtime temperatures
Weddell Sea, e.g., the positive ice and negative temperature are least likely to affect concurrent sea ice anomalies, prob-
anomalies in the winters of 1979-1981, and the opposite ably because the springtime ice distribution is determined
anomalies of each variable in 1982-83. largely by the atmospheric and oceanic forcing of the pre-

The consistency between anomalies of air temperature vious two seasons.
and sea ice coverage was examined more systematically in Figure 5 shows the cross-correlations for lags of up to ±2
terms of cross-correlations between the respective anom- seasons relative to summer and winter temperatures. The
alies. While they are quantitative measures of associations, summer results for Regions A-C display the asymmetry that
these cross-correlations are not necessarily indicators of cau- characterizes the northern hem;sphere results [e.g., Lemke
sality because both variables may be influenced by other et al., 1980]; the cross-correlations are larger when ice lags
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temperature, suggesting that an ice anomaly tends to be a the anomalies are negatively correlated, e.g., above-normal
"response" to the thermal forcing in the immediate vicinity, air temperatures are associated with below-normal ice cov-
The small values for Region D result from a combination of erage. This consistency was detectable in the weak temporal
the sparse network of temperature data and the general ab- trends and in the cross-correlations of seasonal ax.,ialies.
sence of summer sea ice in Region D. The fact that the cross-correlations ae largest over the Ant-

Perhaps the most noteworthy feature of Figure 5 is the arctic Peninsula is noteworthy because it implies that the re-
asymmetry of the opposite sense in the winter temperature suits obtained here may underestimate the true strength of
results, which indicate that the cross-correlations are larger the associations in Regions B-D, where the air temperatures
(in Regions B, C, D) when the ice anomaly leads rather than are for stations considerably poleward of the ice margin dur-
lags the winter temperature anomaly. These results suggest ing much of the year. The peninsular stations, on the other
that, in Regions B-E, winter temperatures are influenced by hand, are actually in the marginal ice zone during a large
the ice conditions of the antecedent summer and autumn. portion of the year.
Statistically, this influence is stronger than the influence of Several findings obtained here are potentially relevant to
winter temperature on the ice of the subsequen spring and global change. First, spatially averaged trends of annual
summer. Taken together, the top and bottom portions of Fig- mean antarctic station temperatures are quite small, but
ure 5 indicate that summer and autumn temperature anom- these broad averages obscure regional and seasonal trends
alies influence winter ice anomalies in the East Antarctic that can be large. For example, the temperature trends are
(Regions B and C) and that the ice anomalies, in turn, in- generally positive in winter and su mer but negative in
fluence the air temperatures of the following two seasons. spring. Second, there are quantitative indications of a tern-
This feedback of ice to temperature is stronger than that perature feedback involving sea ice. High latitude tern-
found in corresponding arctic data analyses, although such a perature feedbacks have been the subject of considerable
feedback has been detected locally in autumn data for speculation [e.g., Kellogg, 1975], but little use has been
Barrow, Alaska [Rogers, 1978]. made of actual data for the quantitative diagnosis of such

feedbacks. It is hoped that the results presented here will
CONCLUSION stimulate further analysis of both model output and observa-

The results described here show that anomalies of ant- tional data in order to clarify the role of sea ice feedbacks in
arctic sea ice and temperature are consistent in the sense that the climate system.
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ABSTRACT
The seasonal sea ice field of the Southern Ocean strongly modulates climate

through its insulating effect and high albedo. Consequently, it plays a significant
role in global climate and must be adequately parameterized for inclusion in large-
scale circulation models attempting to predict the nature of global change. Recent
field studies and modeling work show that the ice field is highly sensitive to the
static stability and vertical fluxes in the Southern Ocean water column. Given the
marginal stability and strong fluxes of the present-day water column, relatively
small changes in the can/atmosphere may lead to significant changes in the sta-
bility or fluxes and thus the nature of the sea ice cover. These interactions link the
local- and regional-scale processes to the global-scale processes, forming a South-
ern Ocean/climate feedback loop. The local-scale processes operate at sub-grid
scales in most climate models; therefore the results of a local process-oriented mod-
el ae reviewed to examine the nature of the local-regional interactions which are
critical to this system. The model scalings, which describe the system parameter de-
pendence, indicate the direction and magnitude of change of the key external pa-
rameters which will drive the system toward a more stable or more unstable state.
They also allow a computationally efficient means of monitoring the key elements
of the ocean/sea ice system in large-scale models. The main external parameters in-
clude: (1) depth of the pycnocline; (2) ratio of heat to salt through the pycnocline;
(3) strength of the pycnocline; and (4) magnitude of atmospheric cooling. The di-
vergence of the ice field also plays an important role. Consideration of the influence
of the local-regional interactions in light of anticipated changes in these variables
given an assumed global warming suggest that the Southern Ocean may become
less stable (initially) leading to a reduced sea ice cover and enhanced deep water
ventilation.

INTRODUCTION coupling between the ocean, sea ice, and atmosphere which
The sea ice zone of the Southern Ocean is chrcterized constitutes the Southern Oceac/clinte feedback loop. The

by a lage, predominantly seasonal, sea ice cover whose feedbacks, together with the marginal stability of the South-
areal extent in winter is -50% larger than the area of perma- ern Ocean water column, elevate the role of the local and re-
nent ice cover on die Antarctic continent rZwally et al., gional air/sea/ice (ASI) interactions to a globally significant
19831. The sea ice has been shown to play a significant role component of the ocea/dimate system.
in global climate [e.g., Hansen et al., 1984; Schlesinger and The purpose of this paper is three-fokld (1) to conceptual-
Mitchell, 1985]. Unfotumately, most studies examining this ly describe the Southern Ocean/climate feedback loop; (2)
role have not considered the sensitivity of the sea ice field to to describe the nature of the local air/sea/ice internctions
the upper ocean stability. Because this stability plays a crit- which ame critical to this loop (and therefore which must be
ical role in the sea ice distibution, it suggests an intimaie included in global-scale models); and (3) so speculate
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Figure 1. Schematic showing dominant interaction between the
various components of the air/se e system in the high latitude
Southern Hemisphere. ACC represents the Antarctic Circumpolar Figure 2. Overview of the main intactions occurring in Figure 1
Current. NADW represents both the southward-flowing North showing the nature of the air/seatice coupling. A change in any one
Atlantic and Circumpolar Deep Waters which supply deep water to component will influence all other components in the system.
the Southern Ocean; AABW is Antarctic Bottom Water which
flows out of the Southern Ocean region. The pycnocline represents
the step density gradient separating the colder fresher surface
wate from the siific=1y warmer and saltier deep waters in- sufficient in some regions to destabilize the water column
mediately below, resulting in deep convection [Martinson, 1990]. The as-

sociated convective heat flux will eliminate the ice cover
and the salt flux will precondition the water column for con-

regarding the Southern Ocean response to a global warming, vection in the following year [Martinson et al., 1981; Motoi
based upon the information presented in (1) and (2). et al, 19871. The large Weddell Polynya [Zwally and Gloer-

sea, 19771 present from 1974-1976 is presumably an ex-
SOUTHERN OCEAN/CLIMATE FEEDBACK LOOP ample of a local destabilization [Gordon, 1978; Killworth,

The Southern Ocean/climate feedback loop operates over 1979;, Martinson et al., 1981]. It presumably had a sig-
a variety of length and time scales and serves to link the nificant influence on both the ventilation and air/sea ex-
local and regional ASI processes to global climate. The link change (Gordon, 1982; Gordon and Huber, 1984].
between the regional and global scales occurs through both Destabilization may be sensitive to, among other things,
the oceans and atmosphere. A simplified schematic repre- eddies or topographic influences [e.g., MaNrtinson et al.,
sentation of this complex link is shown in Figure 1. Ocean- 1981; Gordon and Huber, 19841-local-scale processes
ographically, regional- and local-scale processes drive sig- which are in turn sensitive to the regional-scale wind stress
nificant deep and bottom water formation which serves to forcing the polar gyres. Because of this dependence on the
ventilate the world's deep water. That is, this is one of only local processes, the global influence of the sea ice cover and
two regions in the world (the North Atlantic being the other) deep water ventilation is also dependent upon the local in-
in which there is direct exchange of heat, salt and at- teractions. These dictate whether or not a relatively small
mospherically active gases between the deep water reservoir change in any one component of the system is sufficient to
and atmosphere. Atmospherically, the region modulates cli- induce destabilization. Consequently, the feedback loop is
mate through the strong insulating effect and high albedo of clearly sensitive to processes operating over all scales. It is
the seasonal sea ice cover. The sea ice field, however, is in- thus important to understand the nature of the local inter-
timately coupled to the ocean/atmosphere system since its actions so that they can be adequately parameterized for in-
temporal and spatial distribution is controlled by the ocean clusion in the larger-scale models since they represent pro-
density structure and the atmospheric forcing. This at- cesses operating at typical sub-grid-scale levels.
mospheric forcing is modified by the very presence of ice,
and the ocean density structure is modified by the growth/ LOCAL AIR/SEA/ICE INTERACTIONS
decay and drift of the ice as well as by the atmospheric for- In the austral winter of 1986, a detailed investigation
ing directly (which drives the freshwater balance and dy- within the Antarctic sea ice cover along the eastern margin
namical configuration). of the Weddell Sea was conducted during the first leg of the

This strong feedback loop thus couples the local-, Winter WeddeU Sea Project (WWSP-86) [Schnack-Schiel,
regional- and global-scale processes. The coupling, summar- 19871 onboard R.V. Polarstern. This leg concentrated on
ized in Figure 2, assures that a change in any one com- physical measurements along a cruise tack which covered
ponent of the ASI system will influence all other com- the region between 5*W and 10*E from the ice margin, near
ponents in the system. In the Southern Ocean, the weak 59CS, to the Antarctic continenL During this period, detailed
stability across the pycnocline, which is as weak as the sta- measurements of the ocean, sea ice and atmosphere were
bility of the deep ocean elsewhere in the world [Gordon, made, providing the first extensive dam set describing win-
198 1], represents the weak link in the system. It thus plays a te conditions within the Antarctic seasonal sea ice field.
pivotal role since a relatively mall change in any com- These data allowed us to better develop our undensading
ponent of the stem will influence the vertical stability of the local ASI interactions.
which can force a large system response. For example, an Based on the WWSP-86 observations, a local, one-
excess growth of -15 cm of ice during a winter would be dimensional model has been developed [Martinson, 1990,
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described conceptually below] which clearly reveals the sys- water [Huber et aL, 1989] and the pycnocline separating
tern parameter dependenc. The external parameters of the these two water mases is only 20-40 m thick, so there is a
local model (pycnocline depth; ratio of heat to salt across fairly strong exchange of properties by turbulent diffusion.

the pycnocline; pycnocline strength and air-sea heat ex- Typically, the diffusive heat flux (Fyr) contributes -25-30
change) are controlled by the regional-scale processes (e.g., W m-2 to the mixed layer. This heat gain tends to offset

the vigor of the cyclonic circulation controls, to some re- much of the atmospheric heat loss which is uninhibited
spect, the pycnocline depth). Therefore, this model provides through leads (F,) and by conduction through the ice and
a first-order link between the local and regional scales. The mow (Fj). Since the flux through leads is typically 10-20
model scalings provide a simple explicit expression of this times larger than that through the ice/snow in the Antarctic,
linkage, that is, how the local response will change given a an area of 5% leads [consistent with observations; Wadhams

change in a regionally controlled variable. As such, these et aL, 19891 vents approximately as much heat to the at-

scalings represent a computationally efficient means for par- mosphere as a 95%-ice-covered area. In this respect, the

ameterizing the local processes. area and distribution of leads is extremely important.
Figure 3 presents a schematic representation of the im- The average atmosPhCeri heat loss (Fm - 30-35 W m-2),

portant local winter ASI interactions and processes which while tempered by the oceanic heat gain, initially dominates

dominate he system through the winter period. The winter the balance resulting in a net heat loss (-5-10 W m-2). This
mixed layer is typically too deep, 0(100 m), for turbulent drives ice growth which introduces a salt flux (Fs) due to

mixing (wind stirring) to drive entrainment effective in haline rejection associated with the ice growth process. This

deepening the mixed layer further [Martinson, 1990; and salt flux (slightly offset by a freshwater flux, F,, in the

work in progress]. However, such mixing serves to maintain form of snow entering through leads) destabilizes the mixed

a well-mixed surface layer by mixing downward any pos- layer by making the surface water slightly denser than the

itive buoyancy introduced at the surface, such as a melt- water immediately below it in the uppermost layers of the

water, and mixing upward those properties that are fluxed pycnocline. This static instability is relieved by vertical mix-

across its base. This latter mixing also serves to maintain a ing (free convection) toa depth at which point the water col-

sharp interface between the mixed layer and pycnocline. unto is again stable. The convection deepens the mixed

The heat and salt fluxes (FD) across the base of the mixed layer by eroding into the pycnocline and, in so doing, re-

layer (parameterized in terms of a turbulent diffusive flux) is leases the heat contained within the entrained water into the

large because of the strong thermal and salt gradients mixed layer. This introduces an additional heat flux. Con-

through the pycnocline. The deep water is significantly sequently, this entrainment heat flux reduces the net heat

warner (2.5-30) and saltier than surface mixed layer loss of the system and serves as a negative feedback. So, the
stronger the net beat loss, the more ice growth and the more
entrainment and entrainment heat flux. This supplements
(by 10-40%) the heat entering the mixed layer by turbulent

4... diffusion and offsets more of the heat being lost to the at-
., mosphere so less ice grows. For observed or expected

parameter ranges, over 5 months of winter, less than 20 an
grows (-40 cm of ice grows rapidly during fall as the sea-
sonal pycnocline is eroded), and the pycnocline is eroded by
-5-20 n [see Martinson, 1990 for details].

The process= outlined above reveal how stability is
maintained and how the Southern Ocean is able to support a
sea ice cover at all. That is, in a marginally stable system

.*..,such as this, one would expect that as the ice grows the den-
sity buildup in the surface layer would overcome the weak
pycnocline, causing the system to overturn (eliminating the
ice cover and ventilating the deep water). However, this

I ~doesn't Presently happen in the Southern Ocean despite a
pycnocline so weak that upon first consideration overturn
seems inevitable. The key lies with the strong ocean heat
flux into the mixed layer. This minimizes the net heat loss
and therefore reduces the net ice growth so there is a mini-i; nal amount of salt buildup to destabilize the system. Fur-
thermort, as ice does grow, it drives the additional negative
feedback which contributes additional hea, reducing furtherFigure 3. Schanaic of dominant processe conrol the winter ice growth as discussed above.

evolution of the oceuiluea ice system. Heat is lost from the ocea
to thae m V m. T.u0h the leads(F,)i is btWithout these oceanic heat fluxes, the wintertime
while thhrou ldh ice usnow (F) it is by conductit. Meda- atmospheric cooling of the Southern Ocean region is suf-
ical mixing, driven by die wind (r), maintains a well-mixed surface ficient to grow -3 m of ice (similar to what grows in the
laya. The surface layr "xpUd5 by free convection, induced by arctic regions where the oceanic heat is minimal). Instead,
dene sua.e war" mde di se by sat in atrcWro he  observations show --60-75 cm of ice growth by the end ofgrowth, Hteat aid salt is fluxed (ED) fromatede ane ens i
thin pyenocline which offsets much of the heat lost to eke at- winter [Wadhams et aL, 1987; Ackley et al., 1982 in some
mosphereaendsignifiendy reducs the munt of ice growth. areas where calculations suggest that only 90-100 cm of ice
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growth would be enough to induce overturning [Martinson, may tend to weaken the earth's equator-to-pole thermal gra-
1990]. That is, as little as 15 cm of additional ice growth dient. (While most model results support this assumption for
may be sufficient to completely destabilize the system and an equilibrium response to a global warming, recent coupled
eliminate the ice cover in some regions-a radical change in model results of Manb et al. [19901 suggest that this may
the regional character which can also be induced by up- not be tre for the transient response.) If such a weakening
setting the present heat balance by as little as 3 W m-2  occurs over the Southern Ocean (dynamical complexities
[Martinson, 1990]. This reveals how delicate the balance is may lead to a decrease in some regions and increase in
between the atmosphere, ocean and sea ice in the Southern others), this would lead to a weaker atmospheric circulation.
Ocean and the importance of accounting for even the local Currently, the atmospheric circulation drives a vigorous
interactions in global-scale modeling. Antarctic Circumpolar Current and cyclonic polar gyre

The above interactions have been described by a system which raises the deep waters, and pycnocline, to shallower
of equations which ae solved analytically. The solutions depths (it can also influence the strength of the pycnocline
simulat the observations [see Martinson, 1990) and provide and ratio of heat to salt through the pycnocline indirectly as
explicit indications of how the various processes interact. well). A decrease in the vigor of the atmospheric circulation
Furthermore, they allow us to isolate the importance and would tend to relax the ocean circulation resulting in a deep-
roles of each of the individual processes involved so that we er pycnocline. A deeper pycnocline is associated with a sta-
can predict how specific changes in the external parameters bilizing influence (Figure 4a).
will influence the response. In particular, the solutions to the Also, the present polar ocean circulation is climatically
equations describing this system can be used to estimate divergent, so leads in the ice are opening on average.
how changes in any one part of the system will influence the Decreasing the vigor of the atnospheric circulation would
likelihood of destabilization. reduce the ice divergence and thus the lead area Recall that

This is effectively shown in Figure 4 where the amount the heat loss through leads is -10-20 times more effective
of entrainment is shown as a function of the different system than through the ice and snow cover. Therefore, decreased
components. For example, Figure 4a shows that in the lead area would result in a further reduction of Fm. From
present day, the pycnocline depth is typically 100 m and the ocean's viewpoint, this is equivalent to increased at-
after 5 months of winter, -7 m of the pycnocline has been mospheric warming and additional stability. A reduction in
eroded away and incorporated into the mixed layer. If the ice divergence will also tend to reduce the freshwater flux
pycnocline is only 20 m thick initially, then an additional associated with ice melt in the more northern extent of the
13 m of entrainment will overturn the system. If the system gyres (nearshore ice not drifting as far from its formation
changes so dt the pycnocline is shallowed to only 50 m area) while increasing the freshwater flux in the southern ex-
depth, then after 5 months of winter, -15 m of the pyc- tent (more ice melting in its formation region). This will
nocline is eroded. While this may not be enough to overturn tend to increase the surface salinity in the open ocean re-
the system, it is a clear indication that if the pycnocline is gions (strongly destabilizing) and decrease it in the coastal
made shallower, the system is more likely to overturn, regions (strongly stabilizing). Also, the decreased diver-
Whether this explicit change alone will induce overturn of gence coincides with reduced upwelling which effectively
course depends upon the exact pycnocln thickness and decreases the oceanic heat flux to the mixed layer (here par-
what effect other changes have on the system. In general, as ameterized as a turbulent diffusive flux). This also imparts a
seen from F'gure 4, the shallowing of the pycnocline, the strong destabilizing influence 0ess ocean heat to offset the
decrease in the ratio of heat to salt within the pycnocline, atmospheric heat loss, so more destabilizing ice growth).
the direct weakening of the pycuoclie strength and the The net effect of the above anticipated changes depends
cooling of the atmosphere all tend to destabilize the system upon the relative magnitude of the individual components,
and drive it toward overturning. Changes in the opposite di- which cannot be easily estimated in the absence of a large-
rection tend to stabilize the system. scale modeL Furthermore, no attempt has been made to

estimate changes in deep water characteristics, or in the
RESPONSE TO GLOBAL WARMING; freshwater budget not related to i drift, which play a sig-

SPECULATION nificant role in the stability (see Figure 4bc). As presented,
Based on the model results, it is now possible to infer those changes that tend to destabilize influen portions of

changes in the Southern Ocean ASI system, relative to to- the system that are particularly sensitive, and if not fully
day, given anticipated changes in the climate or ocean in- compensated a global warming could drive a reduction in
duced by a global warming. These inferences are simple the Southern Ocean sea ice cover a increased open ocean
speculations since each change is considered in isolation, ig- ventilation. Alternatively, a relatively small increase in the
noring other changes and feedbacks taking place. Also, we thermal gradient across the pycnocline, possibly reflecting
cannot be sure that the "nticipate winning effects we subtle changes in the circulation dynamics, could easily re-
correct. For more reliable estimates, the above model for the sult in stabilizing the system (more ice cover and less con-
Southern Ocean interactions must be incorporated into the vection). In either case, it is clear that the consideration of
large-scale climate models so that all processes and changes system changes over local, regional and global scales is very
are considered together. important if we are to properly predict the response of the

Probably the most certain consequence of the greenhouse Southern Ocean and make reliable climate predications.
effect is the expected warming. By itself, this leads to a
weaker heat loss to the atmosphere (F 1 ) which tends to ACKNOWLEDGMENTS
stabilize (le ice growth) as shown in Figure 4d. In addition This work was supported by National Science Foundation
to this direct effect, if the wanning is stronger in the high research grant DPP 8501976. Lamont Doherty Geological
latitude regions than in the subtpical regions, then this Observatory contribution number 4775.
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eastern edge of the Wed&el Sea and die light lines waters further to the cust. The nmnbers 1-5 on the lines indicate the uncaint of entrainment
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show amount of entrainment a a function of (a) ho - the initial winter mixed layer thickness which corresponds to the upper level of the per-
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Antarctic Sea Ice: Its Development and Basic Properties
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ABSTRACT
We report investigations on sea ice properties carried out during a number of

expeditions into the Weddell Sea, Antarctica. The results provide important base-
line data, against which possible changes in the Antarctic sea ice cover as induced
by climatic changes can be compared. This paper concentrates on results dealing
with the textural properties and the ice thickness distributions of Antarctic sea ice.
In addition, we look at the contribution of meteoric ice (snow ice) to the sea ice
cover by means of 8180 measurements. While changes in extent and thickness are
to be expected as a result of possible climatic warming, we propose that the amount
of snow ice will serve as an additional indicator of such changes.

INTRODUCTION uptake in turn is controlled by the extent of the sea ice cover
The role of the polar sea ice covers as important corn- and the amount of open water.

ponents of the global climate system is beyond debate. Sea Sea ice finally plays an important role for the marine
ice can be considered as one of the most effective indicators ecosystem at high latitudes. As has been shown, sea ice is a
of climatic changes. This is primarily due to the well-known habitat for a wide variety of organisms, ranging from seals
ice albedo-temperature feedback process, which might and birds to bacteria, many of which are directly dependent
amplify any temperature signal in the atmosphere at high on its presence [Spindler et al., 1990]. The significance of
latitudes [e.g., Manabe and Stouffer, 1980; more recent the sea ice biocoenoses as a food source for higher tropic
model results indicated less pronounced enhancement of levels, in particular krill [e.g., Marshall, 1988], has only
temperature change at high latitudes, e.g., Bryan et al., recently been realized, while its importance with regard to
1982]. Climatic changes will also be seen in the sea ice the initiation of phytoplankton blooms is still enigmatic.
thickness distribution, the weal coverage and the ice con- Thus climate changes and their influence on the sea ice
centration values, as warming of the ocean and increased regime will translate into changes of parameters that are
mixed layer heat fluxes will lead to decreased ice growth linked to basic sea ice properties. The assessment of chang-
rates. It should be noted, however, that feedback processes es in these parameters will consequently provide clues on
between atmospheric warming and the global sea ice regime possible changes in the climate system. However, the de.
are still not entirely understood nor adequately modeled. tection of altered sea ice properties requires a corn-

In addition to its role as an indicator of climatic changes, prehensive knowledge of the current state of the polar sea
sea ice acts as a link between Antacica and the global cli- ice covers and a basic understanding of major processes that
mate system. The presence or absence of a sea ice cover, as lead to their alteration. Aside from satellite-based remote
well as its areal extent, strongly influences the global radia- sensing observations, field observations remain an essential
tion budget through the contrast in the albedo between sea source of information in this respect.
ice versus open water. The formation of bottom water at As part of a long-term research program, we have under-
high latitudes is also coupled to the sea ice growth rates taken a total of seven expeditions into the Weddell Sea on
through a number of feedback processes [Hoffert, 1990]. the ice-breaking RV Polarstern, during different seasons.
Finally, the global carbon dioxide balance is significantly The Weddell Sea is one of the few places in Antarctica
influenced by the biological activity at high latitudes and the where perennial sea ice can be found. It is also characterized
uptake of C02 by near-surface phytoplankton. However, the by a major oceanographic current systemn of the southern
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ocean, the Weddell Gyre. As such, it provides basic in-
formation on Antarctic sea ice properties throughout the
year. In addition one gains data that can not be obtained
elsewhere in the Antarctic.

In the following we will briefly discuss our observations
and analytical techniques and present major results of our, 5°

investigations. We will summarm these results, draw major
conclusions and finally discuss new promising ways to I "J!
detect climatic changes through sea ice investigations.

EXPEDITIONS; FIELD WORK; 650°

ANALYTICAL TECHNIQUESE/
As pan of our field work in Antarctica, we have con-

ducted extensive investigations and analysis on sea ice of
the Weddell Sea. Over the last seven years, we have carried
out three summer expeditions, two winter expeditions and 0 f 75D

two late winter/early spring expeditions on the German ice- 0
breaking research vessel Polarswtrn. In this paper, we will
concentrate on results obtained during winter and late win-
ter/early spring expeditions. The cruise tracks of these ex-
peditions are given in F'gure 1. Also shown are the study
areas of the Polar Sea expedition [Gow et aL, 19871 and of
the expedition on the M. Somov [Clarke and Ackley, 1984), Flpre 1. Cruise track and working areas of several expeditions
another late winter/early spring expedition which was car- into the Weddell Sea.
ried out by other groups.

Major elements of our field work during daily ice stations
include: ice core drilling, in situ measurements of ice prop- continuous core stratigraphy, which serves as the basis for
erties, detailed surface characterzations (both physical and subsequent samplings and analysis [for details see Lange,
chemical) in conjunction with in situ remote sensing ob- 1988]. In our textural analysis, we distinguish five different
servations and mow and ice thickness measurements in at classes [Lange et al., 1989; Eicken and Lange, 1989; Table
least 100 and up to 200 mechanically drilled holes along one 1]. Whenever assignment of a texture class was ques-
or two profiles. During the traverse of the vessel through tionable, thick sections were supplemented by vertical and
ice-covered waters, hourly observations of general ice horizontal thin sections. Based n the occurrence of
conditions were performed. They were supplemented by columnar versus granular ice (the radiative frequency of
helicopter reconnaissance flights and still and video photog- both classes normalized to one for each core) we defined
raphy. Laboratory investigations consist of: detailed textural five genetic ice classes, which reflect the particular develop-
analysis on ice cores, on both thick and thin sections; phys- mental history of each ice floe [for detail see Lange et al.,
ical, chemical and biological measurements on individual 1989; Eicken and Lange, 1989; Table 2]. Thus, assessing
core sections with consistent texture [c.f. Clarke and the genetic ice classes both in time and space will provide us
Ackley, 1984; Lange, 1988]; and measurements of ISO- with a fairly good explanatica of sea ice processes and de-
concentration on the same sections [Lange et aL, 19901. Part velopments in the Weddell Sea area throughout the year.
of this work was done in a mobile cold laboratory on board Sea ice thicknesses were obtained through direct meas-
Polarstern. Here, thick sections were cut along the entire urements in mechanically drilled holes along straight pro-
length of the cores and analyzed for texture. This results in a files at least 100 meters long [for details, see Wadhams et

Textural Class Grain Size Grain Shape Brine Inclusions
(in)

Granular
Polygonal granular <10-2 isometric; planar boundaries meeting at 1200 spherical droplets at grain junctions
Orbicular granular <10"2 isometric; convex, romded grain boundaries irregular pockets and droplets between grains

Colunmar 10-2 ->0-1 elongate parallel layers within grains
Intermediate

colunuar/grauii1r 102-10" slightly elongated; grains indented and interlocked oblong; strings of isolated pockets
Mixed columnar/ <10-2 ->10-1 domains of granular and clunnar texture

granular occurring next to each other
Platelet <10-2- 10-1 inclusion-free, platy crystals in matrix of granular, pockets and layers within and between grains

mixed or intermediate colmna/granular

Table 1. Textuaral classification of sea ice samples.
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Genetic Ice Class Textural Type Occurrence in Otserved Growth
Core (%) Expedition frazil congelation Authors

(%) (%)
Predominantly columnar >80
congelation PolSea 57.4 42.6 Gow et al., 1987
Mainly congelation columnar >60 WWSP-1 57.1 42.9 Lange et aL, 1989

Predominantly frazil granular >80 WWSP-2 51.7 48.3 Eicken and Lange, 1989
EPOS-I 63.8 36.2 Lange, 1989

Mainly frazii granular >60 WWGS 41.9 58.1 unpublished

Mixed frazil/ granular/ 30-50 Mean 54.4 45.6
congelation columnar Sd. deviation 7.3 7.3

Table 2. Genetic ice clanes: definition based on ice texture.
Table 3. Observed sea ice textures during a nunber of expeditions
into the Wedkk Sea. PolSea = Pok. Sea expedition- WWSP =
Winter Weddell Sea Project (Legs 1 and 2); EPOS-I = first leg of

aL, 1987; Lange and Eicken, 1991a]. We also measured the European Polarswer Study, WWGS = Winter Weddel! Gyre
snow and freeboard heights at each point of the pr Study

A representative set of cores was subsequently sampled
for 8180 in our laboratory in Bremerhaven [see Lange et al.,
1990]. Here, as in other analyses, we strictly followed the 2F
textural distribution of the ice within each core and sampled 0 New Ice
each textural unit separately. Equilibrium fractionation will cm
lead to 5180 values of +2 to +3%o in freezing sea water [see 5cm
Lange et al., 1990]. However, meteoric contributions to theso
sea ice cover, by means of snow ice formation, will be clear- 25 F of
ly detectable by their negative 8180 sature. Thus, we are o Formationof
able to assess snow ice and meteoric contributions even cin 4 . - 0 Pancae Ice
though they might not show up texturally. This enables us to
assess the total contribution of meteoric ice to the sea ice 10-
cover under consideration. o Freezing Together

0n Raftng of
RESULTS cm Pancake IceTable 3 gives the fractions of fil versus congelation ice 0

(normalized to one) for each of the expeditions as shown in 2 3
Figure 1. In our analysis, we distinguish between textural 1 - Further Rafting
ice classes, referring to the crystallographic or textural char- o and New Ice
acter of an ice core section and genetic ice classes, which in- m Formation
dicate major formational or developmental characteristics of 50cm

a core section [for further details, see Lange et al., 1989; Figure L S c rep=enation of the pencake cycle
Eicken and Lange, 1989]. As can be seen, frazil ice clearly
dominates the distribution of genetic ice classes in the
Weddell Sea. Given the "classical" model of sea ice growth, the Arctic, even ice growth during the second year niust be
this is an unusual and surprising resulL In the Arctic, frazil strongl influenced by processes that further the growth of
ice comprises only about 5 to 10% and up to 25% of the fal rather than of congelation ice. Figure 3 gives schemat-
overall genetic ice classes [Weeks and Ackley, 1986;
Maykut, 1986]. ically a number of processes that contribute substantially to

The geographical distribution of genetic ice classes as formation of frazil ice in first- and/or second-year ice. These
seen, e.g., during the first leg of the Winter Weddell Sea processes are closely linked to deformation of the ice cover
Project (WWSP), gives an indication of spatial procses and subsequent processes [see Lange and Eicken, 1991b].
that control the sea ice development in the Weddell Sea [we Sea ice thicknesses as obtained during the first leg of the
Lange et al., 1989]. This result, in conjunction with detailed Winter Weddell Sea Project comply to a very narrow size
ice observations [Casarini and Massom, 1987], leads to a spectrum [see Wadhams et al, 1987]. This is a result of (a)
model of new ice formation that has been descnbed as the the formation of new ice through the "pancake cycle" which
"pancake cycle" [Lange et al., 19891 (Figure 2). A major essentially stops once thicknesses of about 0.4 to 0.7 meters
result of ice formation through the "pacrake cycle" is the have been reached, and (b) of very small if not negative
very large proportion of frazil ice within the newly formed growth rates of sea ice subsequent to the initial formation as
sea ice cover. However, as can be seen in Table 4, the pro- due to large oceanic heat fluxes in the winter mixed layer in
portion of frazil ice is also large within the second-year ice the Weddell Sea [Gordon and Huber, 1990].
fraction that we have sampled during EPOS 1. Thus unlike Thickness data obtained during EPOS I sh d more
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Expedition LM CM tM RM N
3 a iil (in) (%) (in)

b 4: : WWSP-I 0.66 30.6 0.17 1.7 39

b WWSP-2c 0.59 14.2 0.26 13 10

- WWSP-2se 0.83 53.4 0.59 1.4 22

EPOS-I (ist year) 0.71 312 0.23 2.0 10
c d

B11IMM 11i4 EPOS-I (2nd year) 2.00 35.9 0.42 1.8 21

Table 4. Stratigraphic data of ice cores from different expeditions.
(LM = mea core length; CM = mean fraction of cohunnar ice; tM =
mea length of stratigraphic units; RM = mean ratio of the number

a Ii 8-. 4- IV of suatigraphic units in the top verus the bottom halves of corns;
N = total number of analyzed cores). See Table 1 for explanation

$)a. of Expeditions.

b710

s sw btween the fraction of congelation ice versus core length as
C tF expected based on the "Arctic experience" is a clear sign of

disturbances in orderly ice growth by ice deformation pro-

ss" cesses. While thick Arctic sea ice floes consist primarily of
d .columnar ice, congelation fractions of Antarctic sea ice of

cores longer than two meters amount to less than 40%.
Figure 7 gives the 8180 values of an ice core as obtained

during the first leg of the Winter Weddell Sea Project [for

FIgure 3. Schematic rereetan ; Of def* d details see Lange et al., 1990. As can be seen, two sections

ceases that lead to the obsved large friaction of frazil ice in n of the ice core having negative 81s0 values thus indicate the
or second-yeu ice. The four panes dep ) frazil fotnation due contribution of meteoric ice (snow ice) to the overall ice
to brash ice formed drough rafting and rid. of floes; (ii) rapid thickness. Essentially the same can be seen in a much longer
frazil growth at the sea surface in newly derived leads; (iii) frazil cam (Figure 8) which also shows negative 8180 values in
formation due to double diffuso i a result of rapid ice growth f the uppe third of the ice core. In addition, there is an excur-
leads (s and sw refer to mean salinities in the ice cover and the un-
derlying ocean, rspectively); iv) growth of frazil in gaps and sion to a slightly negative value at a larger depth, indicating
voids of rafted floes. For a key to the tetural classes depicted in a top of a floe that has been rafted under the existing ice
the lowermot pat of each pael, see Figure 5 (for futhe details shee Based on the 8180 values as well as on assumptions
see text and Lange md Eidcen [1991a]). of densities and 180 values of sea water and precipitation,

we can compute the total contribution of meteoric ice in a
given floe [for details see Lange et al., 1990]. This has been

complex distribution. Figure 4 gives the distribution of sea done for a number of representative samples as obtained
ice and snow thicknesses for the entire EPOS data set in the during the first leg of the Winter Weddell Sea Project (Fig-
form of probability density functions (PDF). As can be seen, ure 9). As can be seen, the amount of meteoric ice can reach
the thickness data have been distributed into four classes (I- substantial fractions. The mean value lies at about 3% of the
IV). These classes can be distinguished by certain character- overall ice thickness and appears quite smalL However,
istics in their PDFs. They reflect different modes of sea ice based on our textural work we conclude that there is little or
development in the course of its transport within the Wed- no congelation growth underneath an exung ice sheeL
dell Gyre. As such, we interpret classes I and IV as repre- Thus the contribution of meteoric ice becomes significant.
senting strongly deformed first- and second-year ice where- We believe that the small increase in sea ice thicknesses as
as classes 11 and III mainly represent less deformed and/or seen during our northward journey as compared to the
undeformed first- and second-year ice, respectively [Lange southward track during WWSP, is indeed due to the addi-
and Eicken, 1991aJ. tion of snow ice to the overall ice cover [for details see

Figure 5 gives the textural distribution of four represen- Wadhams et al., 1987].
tative cores, which have been obtained on floes of classes I
through IV, respectively. As can be seen, particularly cores DISCUSSION AND CONCLUSIONS
of class I and IV show a large proportion of frazil ice as well What can we learn from the results of our expeditions
as sections that ar strongly indicative of defomaional pro- into the Weddeil Sea about the general cours of develop.
cesses. This is also reflected in bottom topographies of class ment of sea ice in this region? Sea ice formation starts in the
I and IV floes [for details see Lange and Eicken, 1991a]. open waters around the coast of the Weddell Sea and the
The importance of ice deformation for the development of edge of the perennial sea ice zone and rapidly proceeds
sea ice in the Weddel Sea region is also reflected by data as nonhward. We identify the pancake cycle as the major pro.
shown in Figure 6. The lack of any conclusive trend be- cess of the advancing ice edge, as discussed above [see
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z,m 306 297 312 303 Lange et al., 1989]. This process leads to (a) an ice cover
that consists primarily of frazil ice due to the granular nature0 H:w. of individual pancakes, and (b) ice thicknesses of around 0.4

to 0.7 meters. The later observation can be explained by
two effects: (a) damping of the short-wave part of the wave
spectrum as one proceeds into the developing peck-ice field.

rat- g imerfac* and (b) decreasing energy content of the remaining oceanic
*t ta wave field due to increased distances from the open water.

Both effects lead to a cessation of the rafting processes as-
sociated with the pancake cycle as one moves away from
the ice edge. Our observations show that this occurs when
ice thicknesses have reached 0.4 to 0.7 m.

These conclusions are strongly supported by our ice core
texture record as well as by our ice thickness studies. They
can be used to explain the large fraction of granular ice as
seen in fUrst-year ice in the Antarctic. The major proces

-of first-year ice growth also explain the narrow thickness
S Key to _ spectrum of undeformed frrst-year ice as seen during the

S-m" Winter Weddell Sea Project [Wadhams et al., 1987] and
-a,,ar during EPOS I [Lange and Eicken, 1991a].
Ira- cjr As a consequence of the pancake cycle, ice growth takes

.' ,o W,. place primarily at the open water rate, in the uppermost
2 cesma, layer of the ocean. This allows an effective heat exchange

I°-n,., between ocean, the growing sea ce, and the cold atnos-
*phe. In cnta to the "conventional" sea ice model, our

IM observations demonstrate ta the restriction on growth rate
that is caused by the insulation effect of a coherent sheet of

[L orm wckets young ice does not apply in the Antarctic situation. Thus
this mechanism of ice growth also provides a ready explana-

Figure S. Suatigraphies of ice cor versus depth, , obtai dur- ion for the rapidity of ice advance during fall and winter.
mg the EPOS-I expedition in the northwestern Weddell Sea. The Once the ice cover has reached its maximum extent, both
core numbers are given at the top of each profile. The cores repre- in thickness as well as in areal coverage, the ice growth
sent floe classes I to IV from left to right, respectively, essentially stagnates. This can be seen primarily in our tex-

100 a
0

A AAA WWSP-1
A no . 00000 WWSP.2c

o o n n a WWSP.2se

* EPOS-I (1st year)." ** EPOS-I (2nd year)

Go ' " * POI Sea (Gow et al., 1987b)
0 nA n

024040 * * *

* 4 ** *

2028

0 Aa0O ,
A o ,* *

0- --t. ,- . , w , , '.,,I,,

0 I 2 3 4 5

Core length, m
Figure 6. Fraction of congelation ace versu core length in ice cores obtained during a number of expeditions (for m explanaton of awonyms
see Table 3 and text).
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Meteoric Ice as Part of the Sea Ice Cover
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Figure 9. Meteoric ice fractions in a sea ice core in % of total ice thickness based a moel cacula ins for different combinstics of die fre
parmeters: ice core section salinity (Si) and 8130 value for mow componment (11Os) in a given core section (please note that values m given
in percent mnd not in ppt).

tural record, and less dearly in the ice thickness record. overall thickening of the sea ice cover. It is this process that
However, ice deformations in the interior pack lead to fre- accounts for the apparent additional growth, rather than con-
quent openings of the pack and lead formation. Based on a gelation growth, at the bottom of already existing ice floes.
network of drifting buoys, Komcier and Hartig [1990] This conclusion is supported by our thickness data, as ob-
have demonstrated that for an area of about 10,000 km2 , wined during EPOS I [Lange and Eicken, 1991a] as well as
daily areal changes in the ice cover of up to 10% take place. during the Winter Weddell Gyre Study 1989 [unpublished].
Thus extensive ridging and rafting on the one hand and lead In addition, it is this deformation activity that also leads to
formation on the other result from these convergent or the large fraction of granular ice in second- and/or multi-
divergent ice movements. Our observations show that in the year ice through a number of different processes as
interior pack, leads are the major places of a rapid and ex- discussed above (Figure 3). Thus, we conclude that ice def-
tensive energy exchange between ocean and atmosphere and ormation is the dominant process of sea ice development in
result in the extensive formation of new sea ice. Due to their the Weddell Sea and in Antarctica in generaL We also con-
limited size, the open water patches usually do not allow the clude that changes in general climate, Le., the prospect of
buildup of a significant wave field, even in the presence of increasing storminess at all latitudes, will increase the in-
substantial surface winds. This results in new ice that is tensity of deformational activities in the sea ice belt around
formed according to the classical model" of sea ice growth. the Antarctic continent.
This ice is texturally characterized by the transition from As was shown by Gordon and Huber [19901 the mean
granular over mixed granular/columnar into columnar ice mixed layer heat fluxes in the central Weddell Sea are ex-
and a dominance of columnar over granular ice. It is pi- tremely high (up to 40 W m-2). This is the main reason for
marily this ice that accounts for the fraction of conplation the near-absence of any substantial congelation growth
ice that has been seen in our core record (Table ). underneath the existing sea ice cover aside from new ice for-

The absence of continental boundaries around Antarctica mation in leads. In the absence of congelation growth
is primarily responsible for the mobility of the Antarctic sea another process becomes significant, the incorporation of
ice cover. Sea ice movement is basicaly driven by surface meteoric ice due to snow ice formation at the surface of sea
winds. These surface winds also drive the major oceanic cir- ice floes. Our results demonstrate that these contributions
culation in the Weddell Sea, the Weddell Gyre [see, e.g., become significant, even though our statistical base is at
Kottmeier and Hartig, 19901. Ridging and rafting, as caused preset very scarce. This subject requires additional in-
by wind-driven ice deformation, contributes also to the vestigations that are underway.
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POSSIBLE DETECTION OF CLIMATIC CHANGES the presence of a relatively thin sea ice sheet, lead to sub-
IN THE SEA ICE REGIME OF ANTARCTICA stantial growth of wow ice. Thus the overall increase in the

Possible climatic changes, i.e., global warming induced mow ice fraction relative to previous investigations as seen
by increased emission of greenhouse gases, will have a through 1so measurements will become a possible indicator
number of consequences for the sea ice regime of the polar of such processes.
regions. One of the consequences has briefly been discussed In addition, as has been shown by Lytle et aL [1990],
in the preceding section. The possibility of increased inten- radar backscattering signals are highly sensitive to flooding
sities of surface winds would lead to increased ice of the sea ice cover, i.e., the intrusion of sea water at the
deformations in the sea ice regime of Antarctica and the snow ice interface. This, however, is a necessary pre-
Arctic. This might be detected through detailed and repeated requisite for snow ice formation and a precursor of such pro-
ice thickness surveys at pre-deternined localities, either cesses. Thus remote sensing signals could be analyzed with
through conventional drilling activities or through more the aim of detecting widespread flooding and thus the in-
modem approaches such as upward-looking sonars at a creased amount of snow accumulation as a consequence of
number of strategic sites in the Weddell Sea. An overall in- global warming.
crease in bottom roughness, as seen through such in-
vestigations, would be a clear indicator of such increase in ACKNOWLEDGMENTS
defcxmational processes. Similarly, increased surface rough- an d Me NTS
nesses may be detectable by radar backscattering signals, as
obtained through satellite remote sensing continuous support during the expedition. Numerous pople

Another approach is directed toward the amount of have also contributed in field and analytical work, which is
meteoric ice as incorporated into sea ice floes. Overall greatly appreciated. Support from NATO Collaborative Re-
warming will lead to decreasing ice growth rates and con- search Grant CRG 890452 is greatly appreciated. I thank my
sequently to decreased ice thicknesses. However, a warmer colleagues for constructive discussions, particularly S. F.
atmosphere will contain more moisture, which will lead to Ackley and an anonymous reviewer for constructive crit-
increased mow accumulation rates at high latitudes. This icism. Contribution No. 387 of the Alfred-Wegener-Institute
snow will also be deposited on the sea ice cover and will, in for Polar- and Marine Research.
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ABSTRACT
Two ice data sets from the Greenland and neighboring seas have been analyzed

to determine interannual and decadal time scale sea ice extent anomalies during this
century. Sea ice concentration data on a 1 x 1 grid for 1953-1984 revealed the
presence of a large positive anomaly in the Greenland Sea during the 1960s which
coincided with the "Great Salinity Anomaly," a low-salinity water mass that trav-

Neled cyclonically around the northern North Atlantic during 1968-1982. The two
__0 anomalies propagated into the Labrador Sea with a typical travel time of 3-5 years.
-7 Spring and summer ice-limit data obtained from Danish Meteorological Institute

_W charts for 1901-1956 indicated the presence of heavy ice conditions in the Green-
__9= land Sea during 1902-1920 and in the late 1940s, and generally light ice conditions

U ___ during the 1920s and 1930s. Only limited evidence of propagation of Greenland
0E Sea ice anomalies into the Labrador Sea was observed, however. On the other hand,
N ~ several large ice anomalies in the Greenland Sea occurred 2-3 years after large run-
0) offs from northern Canada into the western Arctic Ocean. Similarly, a large runoff

S into the Arctic preceded the large Greenland Sea ice anomaly of the 1960s. These
facts, together with recent evidence of "climatic jumps" in the Northern Hemi-
sphere tropospheric circulation, suggest the existence of an interdecadal, self-
sustained climate cycle in the Arctic which is described in terms of a negative feed-
back loop. In the Greenland Sea this cycle is characterized by a state of large sea
ice extent overlying a layer of cool freshwater that does not convectively overturn,
which alternates with a state of small sea ice extent and warm saline surface water
that frequently overturns.

INTRODUCTION and Labrador Sea [Mysak and Manak, 1989]. It also sup-
The North Atlantic "Great Salinity Anomaly," a wide- pressed convection (and hence deep water formation) in dif-

spread freshening of the upper layer of the subpolar gyre ferent parts of the northwest Atlantic [Malmberg, 1969;
waters during 1968-1982 [Dickson et al., 1988], is a cli- Lazier, 1980. Because of these factors, such anomalies
matic event which has received considerable attention in could have profound effects on the themohaline circulation
recent years. Although described as an advective event and hence global climate [Broecker et al., 1985; Bryan,
which could be traced around the subpolar gyre, the Great 1986; Aagaard and Carmack, 1989; Stocker et al., this
Salinity Anomaly (hereafter referred to as GSA) appeared to vomNe].
play a crucial role in the formation of large sea ice anom- Mysak and Manak [1989; hereafter referred to as MM]
alies in the Greenland Sea [Malmberg, 1969; Vinje, 19701 noted that coincident with the passage of the GSA from the
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Greenland Sea into the Labrador Sea, was the movement of the associated wind anomalies in this region resulted in
areal sea ice extent anomalies (computed from the Walsh more fresh water (and hence sea ice) being transported in
and Johnson [1979] sea ice concentration data) from one the East Greenland Current towards Iceland during the early
region to the other. The propagation speed of the ice anom- 1960s. Walsh and Chapman [1990b], on the other hand,
aies was estimated by MM to be 3.2 cm s-l, which corn- showed that sea level atmospheric pressure fluctuations in
pares favorably with the overall propagation speed of the the Arctic itself may have enhanced the export of sea ice
GSA around the subpolar gyre, namely 2-3 cm s-I [Dickson (fresh water) fom the Arctic into the Greenland Sea in the
et al., 1988]. In this note we first present a more detailed 1960s. We shall argue that an ice buildup in the Arctic (and
analysis of the cyclonic propagation of both positive and hence in the Greenland Sea) could be first due to increased
negative sea ice extent anomalies from the Greenland Sea runoff from North America into the Arctic Ocean during the
into the Labrador Sea over the period 1953-1984. early 1960.

Next, a brief report is given on a search for earlier large
sea ice anomalies in the Grenbnd-Labrador Sea region THE SEA ICE DATA
using a gridded version of the Danish Meteorological Insi- The sea ice distribution data used in Section 3 were
tute (DM1) ice-limit data for the period 1901-1956 [Kelly, obtained from John Walsh of the University of Illinois. The
1979]. Salinity time series from the Fame-Shetland Channel data consist of monthly sea ice concentration grids (with a
for the period 1902-1982 [Dickson et al., 1988], surface air d at istud span g) for ie yearsntr5tion84,iinclusive.
temperature records for the Arctic region [Kelly et al., 1982] 10 x 1 latitude spacing) for the years 1953-1984, inclusive.
and the Koch index for Icelandic ice conditions [Lamb, At each grid point (see Figure 1a) the ice concentration
1977] suggest that large sea ice extent anomalies may have (fractionofa 111 xl11 km2 grid areacovered by ice) is
prevailed in the Greenland Sea during the first two decades given in tenths, and from these monthly values areal sea ice

of this century. extent anomalies were calculated as described in MM (sec-
Finally, we present recently published data showing tion 2) to remove the 32-year climatological annual cycle.

hydrological and atmospheric variations during the 1950s The monthly areal sea ice extent anomalies for each of the
and 1960s which help to shed light on (i) the initial forma- five subregions shown in Figure la were used in cross-
tion of the GSA in the Greenland Sea during the mid-1960s correlation and CEOF (complex empirical orthogonal func-
and (ii) the possible feedback effect of the GSA on climate tion) analyses.
in the 1970s. Collectively, these data suggest the existence
of a negative feedback loop that could sustain interdecadal
Arctic climate oscillations. WM57 61 65 69 73 77 so!O

Dickson et al. [1975] documented the existence of a high
pressure anomaly cell during winter over Greenland
between the late 1950s and the late 1960s, and ppsd that 1
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The ice data used to study sea ice anomalies during the locked into the first mode of this band which was also found
first half of the century wer obtained from circumpolar ice- to propagate from the Greenland Sea into the Labrador Sea
limit data for the spring and summer months, digitized onto with a mean speed of 4.9 ± 2.5 cm r. Clearly, the lower
the Walsh 1 x 1° latitude grid (Figure la) from a chart bound of this estimate (2.4 cm s-1) is comparable to that
series produced by the Danish Meteomlogical Institute found above (2.7±3 cm s-1) from the cross-correlation anal-
(DMI). A descripion of the data set and the digitization pro- ysis, and confirms the propagation of the ice anomalies as a
cedure is given by Kelly [19791. The data set consists of low-frequency event.
estimated ice limits for the months April to August, inclu- The relationship between sea ice anomalies and (neg-
sive, for the years 1901-1939 and 1946-1956, a total of 50 ative) salinity anomalies in the Greenland-Laradr Sea
years. An ice o ice indicator (1 w ice, 0- no ice) is given region has been discussed by Marsden et al. [19911 and
within each grid square; the ice limit approximates the 3 or Mysak et al [1990, section 5]. Malmberg [19691 showed
4/10 ice concentration isopleth used in earlier studies [e.g., that anomalously low surface (upper 200 m) salinities in
Walsh and Johnson, 1979; MMNf]. A "quick look" atlas these regions increase the stability of the water column to
[Minak and Mysak, 19881 was compiled of the April and prevent deep convection during winter, even at the water
July ice-edge limits in the Greenland and Labrador sea freezing point (-1.8). Thus the formation of sea ice during
regions for the years 1901-1939 and 1946-1956 inclusive, winter is enhanced since no warm, saline Atlantic water is

brought up to the surface, which explains the presence of the
PROPAGATION OF SEA ICE ANOMALIES FROM large ice anomalies during the passage of GSA through the

GREENLAND SEA INTO LABRADOR SEA Greenland and Labrador Seas. For the longer period 1953-
Figure lb shows the 3-month and 25-month running 1980, Marsden et al. [1991] showed that the lag correlations

means of the monthly weal sea ice extent anomalies for the between surface salinity and sea ice anomalies at several of
five subregions shown in Figure la. The time series for sub- the hydrographic stations in Figure la have a common struc-
regions I and 2 show that the dominant 1968 peak which is ture for the case where salinity leads sea ice. 7hes results
associated with the salinity minimum of the GSA in the are consistent with the concept of stability enhancement of
Greenland Sea, as well as several smaller peaks and troughs, sea ice formation.
are in phase, especially for the 25-month frnning mean Examination of the ice-limit maps in Manak and Mysak
curves In subregion 3, there is a broad relative maximum [1988], which were derived from Danish Meteorological
centered at around 1970 which is the downstream and hence Institute (DMI) ice charts for the period 1901-1956,
delayed signal of the 1968 peak in subregion 2. In sub- revealed large ice anomalies in the Greenland Sea during
regions 4 and 5 therew large positive anomalies occurring 1902, 1911, 1915, 1934 and 1952 [Mysak et al., 1990, sec-
approximately in 1971 and 1972, respectively, which sug- tion 61. However, only limited evidence was found in this
gest a further advance of this anomaly into the Labrador Sea spring-summer data set for the cyclonic propagation of sea
and then southward along the northeast coast of Newfound- ice anomalies from the Greenland Sea into the Labrador
land. The direction of travel of the -1968- anomaly is Sea. The best example of this was seen in the April 1902
consistent with the hypothcs : that it is advected by ,he and 1907 pair of maps, and it is consistent with the cyclonic
near-surface currents which move cyclonically around the propagation of a large negative salinity anomaly in the sub-
subpolar gyre. The slope of the dashed straight line AA' polar gyre seen later in the Faeroe-Shetland Channel during
passing through all the peaks for subregions 2 to 5, gives an 1908-1910 [see Figure I in Dickson et al., 19881.
estimate of about 3 km day-1 for the aveage speed of prop-
dgation of the 1968 anomaly. Other small anomalies also
propagated from subregion 2 to subregion 5, such as the
trough in subregion 2 in 1961, which appears in subregion 3 2.

in 1962, in subregion 4 in 1963-64 and in subregion 5 in 24-
1965 (see dashed line BB).

To determine whether there is a continuous movement of 24

all anomalies from the Greenland Sea into the Labrador Sea
during the period 1953-1984, cross-correlations between the
25-month smoothed anomaly time series in Figure lb were 2 0-

calculated as a function of lag with respect to subregion 2 2o
[Mysak et aL, 1990, Figure 4]. The maximum correlation
values were generally above the 95% significance level, and 0

from these values a distance versus lag curve was plotted z
[Mysak et al.,1990, Figure 5]. From the latter figure an esti- I I
mate of 2.7 + 0.29 cm s-i (2.3 ± 0.25 km day-I) is obtained "2
for the average speed of travel of tie longer-term ice anom- .o CONTINENT II ISLANOS

alies, which is comparable to the average current speed of --- CONTINENT

the subpolar gyral circulation, namely 2-3 cm -1. 1 35 40 45 50 55 60 1965
The results of the coos.carrebtion analysis wer con- YEAR

pared with those of a COEF analysis of the monthly sea ice
concentration anomaly data for subregions I to 5 [Mysak et ft Arcic buam. (Redrawn from Lawford [1988].) For the total
al., 1990, sction 4]. In the lowest frequency band (period of rnoff (mlid cwve), the mee mid mndard deviatim we 2.06 (hor-
about 4 years), 67% of the spectral power density is phase- izonal duhed line) md 0.15 repctively.

286



ANOMALY 50 KPA HEGH4T - SUAMMER

/I V

46 50 54 58 62 66 70 74 7s 82
YEAR

Fgure 3. Variation by yewr and latitude of the suner (Jwie, Jul, August. Septmber) Zonafy averae 50 kPa height anomanly. Commir
interval. I dam Shaded em denote positive anmabea, whereas clear areas doafte negative unimahes. (From Knox et al. 119831.) Similar
plots were also obtained for the other seasons.

RUNOFF AND ATMOSPHERIC Wost Spitsbergen Cwvecnt (WSC) water from the Greenlanid
PRESSURE VARIABILfl' and Norwegian Seas. This would result in an increased

The larg Greenland Sea ice anomalies of 1934 and 1952 occan-tbtinosph0I hbat transfler north of Greenland and
[Figure 14 in Mysak et al, 1990] occurred two to thre hence more active cyclogenesis in dhe Arctic especially dur-
yews after Mrtvely large runoffs firom North America into 11g winter. Conversely, should the inflwing WSC be cle
the Arctic, which in bun were preceded by relatively rapid thano ~ Ina due to reduced convective overturn (and mome
increases in runoff during 1931-1932 and 1945-1947 (Fg- extensiv sea ice) in the Greenland Sea& then Arctic cyclo-
ure 2). This phenomenon, together with the dramatic runoff genesi would be reduced, as would precipitation and hence:
increase during 1961-1964 (Figure 2), strngly suggests runoff and sa ice formation in the western Arctic.
that large-scale hydrological events in northern Canada mayPR OSDAM PH E- YSHR-
be the precursors of larg ice and (negative) salinity anom- PYROE TOSPHERE -CRYOSPHEEEBACK E-O
sules in te Greenland Sea. The large runoff duriag 1964- HM ROPHe NEbATve FEEDBACe ofamshrc yrloOPal
1966 (Figure 'A'. would have resulted in extensive sea ice for- Teaoesqec famshrc yrlgcl
mnation in the Beaufort Sea during ring 1965-1967 [Manak oceanic a n e ice events which occurred in te 1960s,
and Mysak, 198], and such a lag se c nml ol together with the appuret secondary -climate Jump around
then follow the drift of the Beaufort Gyre and Transola 1976-1978 (Figure 3), suggests that a multi-component
Drift [Walsh and Chapman, 1990b, FWgiu 31 and exit inw edbc lo myb prathive in the Arctic and Greenland

tk reelan Sa trouh FamStrit.7h esimaed im Se whchresults in anwedecadal cl"a" owcilations. Fol-
st Grnn she thoghPm i The yeastiats*etrat &I, loig tda a ic Xoch of Kellogg [1983], we
1,sit ctifo such ice moemfet Euis n -3 f onr [sea Ie at show in Figure 4 a 10-component feedback loop linking
1990 erlcti 71.pTear efetof beuraiia ruoffoweavce in s most ofdw h various proceses described in this paper. A plus

thecenralArcic pparsto e mnimlhowver incret- (minus) sign between two boxes A and B, say, means that
ing anomalies like the GSA [Mysak et 31., 1990].anicesinAwudcmenicrse(ces)inB

T7he origin of the tlure large ninoffs shown in Figure, 2 apn rac in Aoud this loo incrthe lockwisedirectio
which are roughly 15-20 years apart, may be traced to ach- (Upondircio oua-nd-ffeo t),he nockwtatite pirodct
matic jumps" in the Arctic tropospheric circulation which ofthe diresiondomiuses i t eg tatie thsFiue 4pro-c

apper t ocur ustprir t thee aomaousniioff [Ktox seats a reversing or negative feedback loop [Kellogg. 1983].
et at., 1988; Walsh and Chapman, 1990a1. Associated with 71herdo in die absenc of other strongly damping factors,
the change in sign of the 50 kPa height arioialies wound a perturbation transfered from any one component in die
1961-1962 (Figure 3), for example, was a suibsequent, loop to the next can theoretically result in a reversal of the
increase in precipitation in t Canadian high Arctic [Brad- sip of the initial perturbation.
ley and England, 19781. This presumably led to the larg In Mysak et al. [1990] it is estimated that the perio
1964-1966 runoff seen in Figure 2. (which is 2X the loop circuit time) of the proposed Arctic

As a final issue, one must ask "what is the origin of the climat cycle; is about 20-30 years Thus if this interdecadal
climatic jumjnpsand associated procipitation increases" We cycle is real, then th ea- ice extent in the Greenland Sea
propose that this is due to an increase in cyclogenesis north should be extensive, the salinity should be relatively low
of Greenland [Mysak at aL. 1990, section 71 which could be and convective overturning should be reduced during the
caused by an increased inflow through Pram Strait of wann late 1980s and early 1990L. Remarkably, at the recem 1990
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Clearly, future work on this cycle is needed. It would be culation models may be improved in the Arctic regions in
worthwhile to examine and monitor new hydrological, order to simulate interdecadal variability.
atmospheric, sea ice and hydrographic data to determine, for
example, whether there have been large annual runoffs into ACKNOWLEDGMENTS
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decadal cycle in order to gain further insight into the pro- while a sabbatical visitor to the Climate Research Group
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Seasonal Mean Ice Motion in the Arctic Basin

R. Colony
Polar Science Center, University of Washington, Seattle, Washin gton, U.S.A.

ABSTRACT
Each year about 15% of the surface ice cover in the Arctic Basin is exported

through the Fram Strait and into the North Atlantic. The net annual balance of sea
ice is maintained by the often competing processes of in situ thermodynamics, ice
advection, and ice divergence, each process having a marked seasonal cycle. The
seasonal mean field of motion is also the agent for large scale transport of ice, salt,
sediment, and pollutants.

The seasonal fields of ice motion are studied using observations taken over the
past 100 years. The basic data base includes the trajectories of beset ships, manned
research stations, remote autonomous meteorological stations, and satellite-linked
buoys. In all, more than 250 station years of data are used in the analysis.

The mean velocity fields are analyzed using a statistical interpolation scheme
which minimizes the variance of the difference between the estimated velocity and
the true velocity. It can be shown that this procedure also gives an optimal estimate
of the velocity gradient. The mean seasonal fields of velocity, vorticity, divergence,
and shear are shown.

Topological features of the mean fields are described. Here the approach con-
sidered the velocity field as a transformation, mapping ice from one location into
another location. The mathematical properties of this transformation are studied.
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ABSTRACT

Two experiments with a recently developed zonally averaged climate model
which includes the ocean's thermohaline circulation are performed. The first experi-
ment simulates a global thermohaline circulation in which deep water is formed in
the North Atlantic, flows as a deep current into the Pacific basin and then upwells.
The water is returned as a near-surface flow through the Indian Ocean into the
South Atlantic [Gordon, 1986]. The present model reproduces a global deep cir-
culation under present-day forcing and shows that the zonal atmospheric water
vapor transport is of importance.

The second experiment studies the effect of glacial meltwater runoff at different
latitudes on the thermohaline circulation, meridional heat flux and surface air tem-
perature. Depending on the strength and position of the forcing anomaly, severe
cooling can be observed in high northern latitudes. The mechanism may provide
further insight into the Younger Dryas climate event.

INTRODUCTION sophisticated ocemic components in climate models.
During the last few years several studies have focused on A two-dimenional climate model suitable for amual-

the dynamics and variability of the ocean circulation to un- mean studies was recently developed by Stocker et al.
demand climatic change. In parficular, tie thermohaline cir- [19901. The purpose of this paper is to present its applica-
culation has been recognized as a key part in the interactions tion to two well-known problems of our climate history. The
of the atmosphere, cryosphew and hydrosphere. About 50%, first concerns the global thermohaline circulation that is be-
i.e., 2 to 3 PW (1 PW = 10' s W), of the global meridional lieved to operate like a conveyor belt causing a continuous
heat transport is carned through the world ocean. Unlike in flow of water masses through all ocean basins. Gordon
the atmosphere, trasort in the ocean is mainly due to the [1986 proposes that the water, upwelling mainly in the
mean nmdioa overturning, or thermohaline circulation, Pacific, is returned as a thermocline flow through the Indian
as confirmed by various general circulation stodels [e.g., into the South Atlantic ocean, in order to feed North
Bryan, 1987". Such studies also demonstrate the variability Atlantic deep water formation. This hypothesis is tested and
of the thennohaline circulation [Bryan, 1986; Marotzke et confirmed with the model running in an ocean-only mode.
al., 1988; Manabe and Stouffer. 1988]. A common result The second problem focuses on the Younger Dryas
was the presence of multiple equilibria under identical cooling event around 10700 B.P., that has been linked to
forcing. This clearly calls for the implemenation of morc changes in the rate of deep water formation (Broeker et al.,
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1985]. With the coupled model, whose atmospheric part PACIFIC ATLANTIC

consists of an idealized surface energy balance, we 0
investigate the effect of anomalous fresh water input due to
ice sheet melting on the ocean-aunosphere climate.

The following section describes the model; then the
Pacific-Atlantic thermohaline circulation is presented; the
results of the deglaciation experiment are discussed; and the '
conclusions ar Presented. 6 a

-4- 4

BRIEF MODEL DESCRIPTION 2

The climate model is designed for paleoclimatic studies "5 30 0 3 70 30 0 30 so

on time scales exceeding decades. Integration over many
thousands of years can be carried out because the modelsimulates only zonally averaged, annual-mean fields of the Figure 1. Contours of dhe meridionlal ovasurnins steam function
oceanats merionally overag, o mean f s of t in Sv (1 Sv = 106 m3 r) after a 7000-year spin-up. Realistic sur-face forcing causes a global thermohaline circulation with main
salinity, and atmospheric surface temperature. dug water formation m the North Atlanic and upwelling in the

The oceai part of the model [Wright and Stocker, Pacific.
1991] is based on the zonally averaged balance equations
for momentum, mass, energy and salt contenL Temperature
T and salinity S satisfy the time-dependent advection-
diffusion equations using constant diffusivities with values
of 103 m2 s-1 (horizontal) and 4 x 10-5 m2 s-l (vertical). Tie PACIFIC ATLANTIC

ocean dynamics is purely buoyancy-driven by surface heat
and salt fluxes. During spin-up from rest, T and S at the sur-
face are restored to prescribed values. Once a steady state is I
obtained, mixed boundary conditions are used, ie., tem- IM5

perature is still restored as before, whereas the steady-state )
salt flux is kept fixed henceforth. The ocean model shares
some similarities with the one of Maroake et al. (19881,
with the most significant difference being a realistic value o
(10-4 m2 s-1) for the vertical eddy diffusivity in the mo-
mentum equations.

The aunospheric part of the climate model is a quasi-
stationary surface energy balance model similar to that of -o.5
Sellers [1969]. This allows a first assessment of the in-
fluence of the thermobaline circulation on surface air tem-
perature. The model balances the diffusively parameterized
meridional sensible and latent heat fluxes with the radiative .o , , , , I
fluxes at the top of the atmosphere and the ocean-to- 5030 0 -30 -70 -30 0 30 SO
atmosphere heat flux. The latter includes radiative, latent
and sensible heat fluxes. The various pwame- izaion con- Figure 2. The oceanic meridional heat flux inegated across the
stants are all representative of the present climate, sym- respective basin for the steady mate of Figure 1. Heat trmsport in
metrized about the equator and held fixed. the Pacific is mainly south (0.6 PW) whereas it is noth in the

Atantic (0.8 PW).
TIERMOHALINE CIRCULATION OF THE

ATLANTIC AND PACIFIC
To simulate a global thermohaline circulation, the ocean which originates from Atlantic bottom water. 6 Sv are re-

model is extended to two basins of 120 and 600 angular tuned as a shallow flow through the circumpolar current
width, connected at 550S, where an open boundary allows region (vertically dashed) into the Atlantic. In addition to
for fluxes of mass, energy and salt between them [Stocker this global circulation, two weak (4 Sv) and shallow cells in
and Wright, 1991]. The Pacific basin extends from 550S to the South Atlantic and the North Pacific are observed. The
500N, the Atlantic from 556S to 80°N, and the calculations merdional oceanic heat flux of this steady state is given in
are performed on a coarse grid of 15 (horizontal) x 10 (ver- Figure 2. In the Atlantic the heat flux is mainly northward
tical) points. The model is spun up using realistic restoring with a maximum of 0.8 PW (OA PW across the equator),
sea surface ~emperatres and salinities. whereas in the Pacific it is to the south peaking at 0.62 PW

Figure 1 shows the meridional overturning stream fuanc- (0.3 PW across the equator). It is found that this global ther-
tion in the two ocen basins after 7000 yem. Deep water is mobalmine circulation is maintained by a net fieshwater trans-
formed at a rate of 16 Sv in the North Atlantic only. The port through the atmosphere from the Atlantic to the Pacific
Atlantic bottom wate flows muth, ad about 6 Sv me ex- in qualitative agreement with data [Baumgatner and
ported into the Pacific. The rest is upwelling in the Atlantic Reichel, 19751. When the forcing is switched to mixed
and joins the thennocline mturn flow from the Pacii. In boundary conditious, the circulation is found to be stable
the Pacific about 10 Sv re overturned, the main part of [Stocker et al., 1990; Stocker and Wright, 1991].
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Flgpre 3. Global theumohalie circulation (in Sv) of a hypohtical Figure 4. Th dep circulation weakem and mhallows after 20.000
world ocea covering 70% of the earth's muaeresulting from die careof aomo freshwater iput of 0.63 m yr-1 to die northern
coupled climate model after 18,000 years of interaion._

YOUNGER DRYAS EXPERIMENT the ocean at latitudes lower than 250 with a maximum equa-
We now present an experiment performed with the tonial value of -50 W m-2 and released at high latitudes at a

coupled climate model described earlier The Younger rate of 35 W m-2. Figure 3 shows the thenmohaline circula-
Dryas climate event and its precursors Bolling and Allerod, tion at t-18,000 years. In this hypothetical world ocean deep
which are observed in various proxy-data records [Broecker water is formed at high latitudes in both hemispheres at a
et al., 1985] aumnd the North Atlantic basin, produced a rate of 57 Sv. The return flow upwells in mid and low lat-
significant reduction of the oxygen isoope ratios. This is itudes and brings cooler water to the surface. The global
usually interpreted as a regional atmospheric cooling of the meridional heat flux peaks at about 38° with 5.2 PW; a max-
order of 30C to 5C that lasted for 2000 to 3000 years, imum of 2A PW is carried thrmgh te ocean at 25.
Broecker et al. [1985] suggest that a possible mechanism to Starting from this equilibrated climate a deglaciation ex-
explain the cooling is the change of deep water production periment is performed. A steady fresh water flux anomaly
rate in high latitutdes caused by an excess of runoff from equivalent to a runoff anomaly of 0.63 m yrl is located at
melting ice caps. 150N for 1000 years and then moved to 520N for another

The idealized climate model consists of a world ocean of 1000 years. This mimics the disappearance of 30 x 106 km3

5000 m depth, extending from 800S to 8N and with an continental we sheets within 2000 yews and the northward
angular width of 2520 coresponding to an ocean covering shift of meltwater runoff. While this volume is realistic, the
70% of the earth's surface. The numerical grid comprises 15 retreat, however, occured in stages lasting about 7000 yeas
(horizontal) x 20 (vertical) points. Th ocean-only model [Demon and Hughes, 1981]. The chosen short period of
was spun up from rest for 3000 years after which time it was meltwaser release compensmates somewhat for the fact that,
coupled to the atmospheric energy balance model. During in reality, the flux anomaly influences the much narrower
adjustment over another 15,000 years, the model steadily re- basin of the Atlantic. In a recent study [Stocker and Wright,
duced global emgy imbalance to -53 x 10-3 W m-2. 1991] we investigated the effect of realistic runoff anom-

The annual average climate produced by the coupled alies on the deep circulation of the Atantic-Paific basin
model is symmetric about the equator and reasonably close system presented in the preceding section.
to presnt-day conditions. Surface air temperatures vary Figure 4 exhibits the twrnohaline circulation of the
from -50C (at 670) to 2.30C (at 00), and heat is taken up by world ocean at t=20,000 years, just before the end of the

-5 -0 , . .. ,,,2 9 -5

-5"5- "---- 0

-60D2-

SURFACE AIR TEMPERATURE

EQUATOR
_7.0 67"S 27"5
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Fkm L rue amin of surface sk wrmpersure a 676N (sod), 00 (dwhidomed) and 67*S (dashsd). The caasat mumauly is touned an at
1tn28,000 year. At 19,000 years it is moved north to 52N and operm mil t=20,000 years, whm it is switched of L
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deglaciation. The deep circulation in both hemispheres has Pacific upwelling and North Atlantic deep water formation
shallowed and the total overturning dropped to 43 Sv and 36 form part of a global thermiohaline circulation. Interocean
Sv in the southern and northern hemispheres, respectively, water exchange is not a consequence of basin asymmetries
As the equatorial upwelling is reduced and the water comes but is caused by an excess of evaporation in the Atlantic and
from shallower depths, the heat loss of the equatorial a corresponding excess of precipitation in the Pacific. It is
atnosphere to the ocean is reduced. In turn, the down- this mechanism that maintains both the observed surface
welling northern waters release less heat to the atmosphere. salinity contrast between the basins and the global circula-
The global meridional heat transport is reduced in the north- tion pattern.
em hemisphere by about 0.3 PW with climatic effects pri- A deglaciation experiment was performed with the
marly in the northern high latitudes (see below). After the coupled model by applying a steady fresh water flux at
fresh water anomaly is turned off (at t=20,000 years) the cli- 150N for 1000 years. This weakened the northern hemi-
mate slowly approaches the original smate. sphere overturning, and an atmospheric cooling of 1.2C

We now examine the air temperature history (Figure 5) occurred in high northern latitues. Upon moving the source
that would be recorded by an observer at 67*N (solid), at the north, further cooling was observed. In the southern hemi-
equar (dash-doued) and at 67S (dashed) during this de- sphere, on the other hand, changes do not exceed 0.50C. The
glaciation evenL Only moderate variations of 0.4"*C at the observed temperature changes in this simple model are sig-
equator and -0.250C at 670S ae registered. The shift of the nificantly lower than the values infetrrd from the oxygen
runoff at 1=19,000 years is hardly evident at all. A different isotope records, provided the entire signal is interpreted as a
situation, however, occurs at 67ON where the maximum proxy for temperature. This discrepancy may be due to sev-
temperature change is -1.8°C after an immediate onset of eral reasons.
the cooling. At the time the source is moved to 52*N a cold First, the model presented here is only a crude ap-
spell occurs lasting for only 130 years. At the termination proximation of reality: the anomaly would act on a narrower
(t=20,000 years) an instant warming followed by an ex- basin (about a fourth of the width) and over a longer period
ponential approach to the original temperature is recorded. of time (about four times). The specific flux anomaly per
Five hundred years after the termination of the flux anomaly unit area was therefore realistic. Second, the atmospheric
surface air temperatures have come close to their original feedback consists only of a thermodynamic part; the hydro-
values. The adjustment in the ocean, however, will last for logical cycle and its variability are not included here. Third,
several thousands of years until eventually the structure of it may well be that only a fraction of the oxygen isotope
Figure 3 is reassumed. ratio signal can actually be attributed to a temperature

A second experiment has been performed [Stocker et al., change (R. G. Fairbanks, personal communication). The rest
1990] where a doubled anomaly was applied. Her the would be due directly to glacial meltwater with typically
theiinohaline circulation in the northern hemisphere breaks low values of 8130. The model results presented here are
down and reverses. The low latitudes and the southern hemi- certainly consistent with this observation. We hope that the
sphere now experience a wanning, whereas the air tern- ongoing investigation will provide further quantitative in-
perature at 67*N drops by as much as 70C. sight into the Younger Dryas climate event.
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ABSTRACT
iTo model the tides of the Arctic Ocean, one uses a two-dimensional non-linear

model for water, which takes into account the effects of astronomical factors, the
Atlantic and the Pacific Oceans, the earth's tides, the effects of loading and self-
gravitations, and a non-linear model of ice drift, which allows internal stresses in
the ice cover. At the interface of two media, the friction, proportional to the second
power of the difference between the water and ice velocities, is prescribed.

00 The calculations of the propagation of diurnal (KI, 01) and semi-diurnal (M2,
S S2) waves of the tidal potential are given. The accuracy of the modeling was esti-

mated at 94 points at the coast. Mean square root errors in calculating the amplitude
"---_ were 0.054, 0.023, 0.013 and 0.014 m, and 260, 150, 280 and 300 for the phase of

the M2, S2, KI, 01 waves, respectively. It is shown that semi-diurnal oscillations
Iare generated by waves penetrating from the Atlantic Ocean and by the local res-

(V onance in some areas. The diurnal oscillations are generated by tide-forming forces
0') in the ocean itself and they attenuate under conditions of anti-resonance.

Due to friction in the ocean, about 262 x 1016 erg s-I of energy is dissipated. The
maximum amount of energy is spent in the North Sea (16%), the Whit Sea (14%),
Baffin Bay (13%), the Barents Sea (11%), and the Arctic Seas (7%)."

The drifting ice does not have a strong influence on the transfulnation of tidal
waves. Stationary ice leads to a decrease of the oscillation amplitude and delays the
phases. The residual tidal currents and the ice drift can form zones of constant com-
pression and divergence of the ice cover in the areas of maximum tidal dynamics.

The periodic ice convergence and divergence may result in the formation of
young ice and subsequent ridging and thus serve as a mechanism for the ice mass
generation in the ocean. According to preliminary estimates about 4 x 1011 m3 of
ice grows annually and forms pressure ridges due to this mechanism.

In the Arctic Ocean semidiurnal tides with tidal ages of 2 only in these studies but also in the analytical investigations
to 3 days prevail Tidal amplitude ranges from 10 meters or using a classical approach to studying tides [Goldsbrough,
more in the Mezen Bay in the White Sea to a few centi- 1913; Lineykin; Sretensky, 1937].
meters in the East Siberian Sea [Dvorkin, 1970; Alias of The first numerical hydrodynamical model presenting the
Oceans, 1980]. Litke [1844] was the first to explore the Arctic and Atlantic Oceans in the shape of a channel was
nature of semidiurnal variations in the sea level of the Arctic developed by Defant [1924]. In the course of numerical
Ocean. He considered tides to be caused by a wave of Atlan- experiments he established that the semidiurnal tide in the
tic origin. Empirical maps of the Arctic Ocean tides have Arctic Ocean is caused by Atlantic tides, and that the diurnal
been produced by many researhers [Haris, 1911; Feld- tides are formed directly in the Arctic Ocean itself by astro-
stad, 191825; AUSNOO, 1958]. Litke's idea about the nomical forces. Further studies of polar ocean tides have
semidiurnal variations in sea level has been justified not advanced mainly by using improved numerical models
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describing its various regions [Tiron, 1937; Nekrasov, 1962; KB and Ki are the friction coefficients at ocean bottom and
Kagan, 1968; Dvorkin et al., 1972; Godin. 19801. ice boundary, respectively;

Including the Arctic Ocean in the models of global
oceanic tides [Tiron, 1966; Hendershott, 1977; Schwiderski. i = ii m 2 V2 u + ?m2V divu - mVP,
1980] positively influenced the quality of calculations in the P = -Kimdiv ui if div -i < o,
Atlantic Ocean, although the modeling accuracy did not
increase in the polar regions. The oal Arctic Ocean models P=0if ui o
approximating its surface area by grids with spatial steps of
75 to 37 km [Kowalik and Untersteiner, 1978; Kowalik, rl and rare the cefficients of the bulk and shear visctsity in
1981; Prshutinsky and Dvorkin, 1987; Polyakov and Pro- the ie cover P is the pressure due to ice stress; A is the hor-
shutinsky, 1988; Gjevik and Straume, 1989] showed a iotal uebulence water friction coefficient,
higher calculation accuracy. However, each of the local Pr = PihiS, A i 102 H m2 /s,
models had certain restrictions. For example, in Gjevlk and
Swaume [1989], no account was taken of ice cover, and in KB2.6x10 3 ,Ki5.5x 10-3
Kowalik [1981] ice cover was considered but tide-forming q = y= 104 m 2 /s, Kp = 10,q
astronomical forces were not, the dynamics of the M2 wave
only was treated, and so on. Pi and hi are the density and thickness of ice, respectively.

In this paper, we use the shallow water theory and we The following sticking condition is accepted on the coast-
take into account all the known models to estimate the line GI
dynamics of tidal movements of water and ice for four har-
monics of tidal potential (M2, $2, KO1).

The model includes both water and ice motions: U IGI=O- i G1 =0 (5)

dl open boundary G2 the mean speed vector is consideredWt (1) to be a known function of coordinates and time

-gm V(aC-P + ) + Am 2 V2 i- 1 - is
PwH u 102= iu(xyt) (6)

.m2div .H), (2) The average tansport through this boundary is

-4 Gidt I undG - 0
+ fu' i = -gmV + .+ Fi G2dt (3)

Un - usinal + vcosl

as 21-m2div(=-2S), al - is an angle between n and x-axis,

(4) where n is a normal to open boundary 02.
(u,v);i= (u, vi),+m~ + a -= For ice cover the condition of free flow is assumed at thea x ay'Mopnbotdr

where-andti are the vectors of mean vertical flow speed 0
and ice drift; t is the time; Hfh+t- C is the displacement of an 0 (7)
sea level from the undisturbed state; h is the ocean depth; g
is the acceleration due to gravity; f is the Coriolis parameter; The state of rest is used for initial conditions for water
C+ is the value of equilibrium tide; a is the factor con- and ice and the ice concetration is considered to be given.
sidering load effects and self-atuaction of oceanic tides (not To solve Equations 1-4 with initial and boundary (Equa-
taking into account the changes in tidal pluses); P = 0.69 is dos 5-7) coditions, a semi-implicit finite-difference
the Love reduction factor allowing for effects of the solid scheme with centrai Lax-Wendmff differences has been
earth tide; m is the scale coefficient to correct distortions in used. Me water surface of t l Arctic Ocean o the streo-
a stereographic projectim; ?B and ?i we the esees at graphic prjection map was apprximated by a square grid
ocean bottom and ice boundary, respectively, with 55.6-km grid spacing.

It is necessary to mention that the model described by

1B -KBPw 7 ' 1; Equations 1-7 diffe from the model in Gjevik and Straume
[1989] by taking into account ice cover, and from the mod-

I i KiPw 1U - i 1(u ni) els inKowahk [1978] and Kowalik and Untesteiner [1978]
by considering tide-generating fores, load effects, and self-
attraction of oceanic tides and erth's tides. In addition,
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unlike the above models, the present model treats the entire different authors in the Barents Sea. Goldsbrough [1913]
water surface of the Arctic Ocean, including Baffin Bay and showed that the periods of free oscillations are close to the
the straits of the Canadian Arctic Archipelago. At the open periods of semidiurnal harmonics of tide-generating forces.
boundary of the model region the mean current velocities The rate of resonance amplification of the tide can be deter-
obtained earlier for all waves by the Arctic Ocean model mined as the amplitude ratio between the model and equi-
[Proshutinsky and Dvorkin, 1987; Polyakov and Pro- libriurn tides. For the southeastern part of the Barents Sea
shutinsky, 1988] have been prescribed. Calculating tidal this ratio at the frequency of the M2 wave is equal to 58,
movements continued until a regular regime was established and for S2 to 45.
wherein the full energy of the system remained unchange- Calculating tide movements in the Arctic Ocean without
able from cycle to cycle. The stationa y fluctuation regime, taking into account the White Sea leads to considerable
i.e., the constancy of full system energy, was reached after redistribution of tidal energy not only in the Barents Sea but
20 tidal cycles, in adjacent areas as well. For instance, in the Kara Sea semi-

Modeling accuracy was estimated by comparison with 94 diurnal tide amplitudes double in this case and the locations
coastal stations. Root-mean-square errors of calculating the of amphidromic points change. All this testifies to the local
amplitudes of waves M2, S2, KI and 01 were 0.054,0.023, resonance of semidiurnal sea level oscillations in the south-
0.013 and 0.014 m respectively; those of phases were 26, eastern part of this sea. Therefore small differences in the
30, 28 and 30 degrees respectively. The calculation results approximation of depths or coastline between one model
turned out to be tie closest to observational data on the and another may lead to considerable differences in the coti-
Scandinavian coast, the southeastern part of the Barents Sea, dal charts obtained.
and on the islands of the North European basin. Less accu- The local resonance on these frequencies is revealed also
rate are the calculations for water surface of the Arctic seas. in other regions of the Arctic Ocean. Among them are the
On the one hand this could be attributed to the fact that har- water surfaces of the Baidaratskaya Bay in the Kara Sea, the
monic constants of Arctic Ocean tides are unstable, having Khatanga Gulf in the Laptev Sea, the region north of the
seasonal variations due to changing ice cover area on the sea New Siberian Islands, Wrangel Island, and a number of
surface [Dvorkin, 1970]. In this case "variability" of the har- straits of the Canadian Arctic Archipelago. The amplifica-
monic constants is comparable to modeling errors for a tion factors of the diurnal tides in the Arctic Ocean are less
number of stations on the Arctic coast. On the other hand, than unity over the largest part of the water surface (Arctic
observational data also have certain erm since the har- seas, the central part of the Arctic Basin). Thus the anti-
monic analysis is mostly based on short-term observational resonance conditions are observed in the diurnal tidal band;
series and the amplitude of tidal sea level variations, as a therefore diurnal motions of water and ice in the Arctic
rule, is small compared to the value of storm surge sea level Ocean are relatively weak.
oscillations. To clarify the features of tide formation in the Arctic

The tidal maps of semidiunal waves M2 and S2 (Figure Ocean, consider the budget of tide energy. The balance
la,b) are similar in general. The phase difference of these equation of tide energy is easily obtained by multiplying
waves amounts to 50-80W and restricts the age of semi- Equation I by uH and Equation 2 by gC. After adding these
diurnal tides to 2-3 days. The phase differences of waves equations, and some transfomations, we obtain in area Q
K1 and Ol is 150-450, which corresponds to the age of diur-
nal tides of 1-2 days. In connection with the fact that poe-
vious studies were devoted mainly to investigating the vHd-4Q 2

p la t of f at n ofhesjj (uH-+ w e e+
peculiaties of formation of the sidiurnal M2 wave, weAx

shall compare the results of this study with those by other
authors for this tidal harmonic. a +2 -R +

The location of amphidromic systems in the North Euro- g32 n G 2 A
pean basin agrees with the results obtained in Nekrasov

[1962]. Kagan [1968], Zahel [19751, the Atlas of Oceans =0R'(u+u2)dQ.AJH[A2+ (L2 + ( .h2 (a_.2]dQ
[1980], Schwideki [19801, and Gjevik and Staume Q Q x)2 8x

[1989]. The calculation results in Baffin Bay are close to
Godin's [1980] empirical maps. Unlike the previow studies, a 2 u2 +v 2  2 u2 +v2

we succeed in obtaining the amphidromic system in the AN-T + -a -d (8)
Amundsen Gulf whose existence was predicted by Godin Q
[1980]. R = KBH(u2 +v2 )0S; R 1 = KiH(Au2 +Av 2 )0 5 ;

The pattern of cotidal lines, and coordinates of amphi-
dromic points in the Arctic seas corresponds on the whole to Au - U-ui; Av = v-vi, u1 = uAu, u2 = vAv
the results obtained in Tiron [1966], Schwiderski [1980],
Kowalik [19811, and Gjevi and Srmme [1989]; however,
it would be a mistake to require that the results agree with In Equation 8, the tem on the left-hand side characterizes
different authots. The results of numerical experiments the rate of changing the full energy of tide movements. The
showed that the differences in approximating ocean depths, first, second and third terms on the rght-hand side are
its co fline and conditions at the open boundary we respon- responsible for the energy flux into the Arctic Ocean due to
sible for the diffeees in tidal distributions rather than a factors, wave energy transfer through the open
other factors in the model equations. The largest dis- boundary, and horizontal transfer of kinetic energy through
crepancy between tidul map of the M2 wave is observed by the open boundary of the model, respectively. The last term
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of the fide energy balance equation is interpreted as kinetic fast ice cover, then tidal amplitudes, tidal current and ice
energy losses due to horizontal inhomogeneity of the tidal drift velocities decrease, and phases of tidal waves lag corn-
flow field. pared to times when ice or freely drifting ice cover are

Analysis of the budget of the Arctic Ocean tide energy absent.
and the diagram of certain tide wave distributions (Figures I Considerable ice movement due to tidal forces can be
and 2) allows a number of conclusions to be made. In par- expected in the regions of intense tidal movements. In these
ticular, semidiunal tides are actually determined by the areas there exists the so-called "residual" tidal ice cover drift
wave of Atlantic origin. Input of astronomical energy at caused by both residual tidal currents (due to spatial inho-
semidiurnal frequencies is one and a half orders of mag- mogeneity of the Reynolds stresses because of non-linear
nitude less than energy income through the open boundary. advection in Equation 1), and proper ice drift connected
Diurnal tides, in contrast, are caused almost entirely by the with non-linear effects of internal forces in ice fields. Resid-
influence of astronomical forcing in the Arctic Ocean. Input ual ice drift can lead to ice removal from Arctic Seas with
of tidal energy through the open boundary is important only rates of 2-3 cm s-1, which coincides with the estimatesfor KI.

In the Arctic Ocean about 280 x 1016 erg s-' o tdal made by Kowalik [1981]. In addition, residual tidal drift can

energy dissipates due to friction forces. In this case in the result in the formation of regions with constant stresses and
North Sea about 16% is dissipated, in the White Sea - 14%, theavearane of channelsintheicecoverwhicharere-
Baffin Bay - 13%, the Barents Sea - 11%, and in the Arctic served fora long time.
Seas about 7% of the tide energy coming into the Arctic Periodic stresses and openings of the ice cover can serve

mxean. The relationship between energy losses for friction as the mechanism of ice formation in the Arctic Ocean.
at the ocean bottom and ice boundary, and for horizontal Assuming that during ice opening in channels and polynyas
turbulent exchange strongly changes from region to region. a young ice cover is formed at an average rate of 3 cm
Drifting ice exerts no considerable influence on tidal waves. day-1 , and during contraction of ice fields this ice is con-
Tidal energy losses due to ice friction are an order of mag- veted into ice ridges, then according to preliminary esi-
nitude less than those for bottom and turbulent friction. In mates only due to tidal ice movements caused by the M2
winter, when energy losses from ice friction grow due to wave, the ice formation in the Arctic Ocean increases by 4 x
increasing internal ice stresses and formation of the coastal 1011 n3 yrl.
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10) ABSTRACT
0Experiments on the exchange of a freshwater surface layer between two basins
[ in a rotating tank demonstrate the contrasting roles of wind and buoyancy forces.

Buoyancy-driven exchange occurs primarily in narrow boundary currents along the
Am_ walls. Wind-driven exchange has a complex flow pattern with net transfer con-

! trolled by the sign of wind stress curl. Freshwater is transferred from the basin with
N Mpositive curl to the one with negative curl. These results are related to freshwater

flow from the Arctic Ocean to the Greenland Sea in which the southward flow of
__ freshwater under buoyancy forces may be either increased or decreased by wind

stress depending upon the sign of the curl. At present there is a negative stress curl
over the Arctic Ocean which leads to a deep surface layer and no deep convection
while opposite conditions in the Greenland Sea tend to remove the surface layer
and allow deep convection.

INTRODUCTION of rivers entering from Eurasia and has its greatest thickness
Regional climate is strongly influenced by the meridional at the center of the Beaufort Sea.

circulation of atmosphere and ocean which transports heat In contrast the Greenland Sea has a surface layer which is
from low to high latitudes. Although the transport is carried thickest around the edges, with thinning near the center
about equally by air and water, the ocean circulation is more where the deep homogeneous layer may be exposed to the
localized with convective sinking occurring only in a few atmosphere through a "window." Since formation of deep
small areas. Thus the meridional circulation of the ocean water in the Greenland Sea is considered to be an important
may be more sensitive to interruption than that of the at- factor in the present moderate climate which northern
mosphere. The Greenland Sea is one of the areas where sur- Europe enjoys, the effect of shutting down the penetrative
face waters are cooled in winter to sink through a nearly convection in this ocean is of considerable interest. In
neutrally stable water column to great depths from which numerical experiments with a global atmosphere-ocean cir-
they flow equatorward. This descending leg of oceanic con- culation model it has been shown that a cessation of deep
vective circulation can only exist when the stability of the water formation in the Greenland Sea would lead to more
water column is weak enough to allow surface waters of in- severe winters and deterioration of climate in northern
creased density in winter to penetrate downward. If a con- Europe [Rind et al., 1986]. It has been suggested on the ba-
tinuous surface layer of sufficiently low density were to be sis of paleoclimatic evidence from marine and terrestrial
formed in the Greenland Sea the stability might be too great records that abrupt reorganizations of the convective circula-
for penetrative convection to occur. tion of the coupled atmosphere and ocean in the past

The Arctic Ocean is at a higher latitude and has more resulted in the Younger Dryas cooling of 10-11 ky B.P., an
severe winter conditions than the Greenland Sea, but no event which cannot be related to orbital changes in solar in-
deep convection takes place there due to the surface layer of solation [Broecker and Denton, 1989].
low salinity, and hence low density, which effectively forms In this paper we focus on only one aspect of the complex
a lid preventing deep convection. This lens of low salinity question of climate change due to the interactions of ocean
water over the Arctic Ocean is fed principally by the runoff and atmosphere in polar regions. The behavior of a low-
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BLOWER RunmNo. H, H2  P1  P2  R Wind Dir.

Di (on) (cm) (kg iw3) (kg nr 3) (cm)

TOP
VIEW 3-90 18.0 2.5 998.2 1025.0 3.86 None

4-90 17.8 2.3 998.2 1025.0) 3.70 Easterly

SIIG5-90 18.3 1.25 998.2 1025.0 2.73 Westerly

GATE 45cm
Table 1, Labo ratrLi.

bine fan which provided a well-defined jet of air about 10
cm in width. The air stream was directed with its axis along
dhe radial walls so there was a wind shear of opposite sign in

______________each basin. These were lock exchange experiments in whichT SIDE adjustment of the fresh layer was observed visually and pho-
T VIEW rogralucally after initial removal of the slding gae

30 anDuoyancy-Drivm Exchange
In die fit experiment, a layer of freshwater 2-m thick

was initally retained in die polar basin by te slding gate
(Table 1, Run 3-90). Upon removal of the gate the fresh-

_______________water layer, maked by dye, flowed into t subpolar basin
as a narrow boundary crrenP -t along die right-band wall (Fig-
we 2). After following die radial wall oo the rin the nowe of
thecurrant vaxned to fow alongteoterwalloft tank.

Figure 1. Sketeb of rwift laboawy ank. early stages of the experiment the width of the cunt, was
comparable to the bamiclinic radius of defornation. 3.86 cm.
In late stages the freshwate boundary current expanded in

densty urfce lyeris ouled a itchages n tickess width, eventually covering t subpolar as well as dhe polar
deity surfacd laerisn uded ase ditvchngfaes in thicknes basin. A comparable experment with similar results was
awitm nd lohisponuer w he dprivn o rcesI of grnaiy perfome by Wadhuns; et al. [19791 in a different wall ge-
unsind rotisg lan iiedm wa l wt~h a gapeas ataghy omeury and considered by them to be a model for the East
usingeaie ro prsingtain oedb a wall andt a ippla asa con Greenland Current which gave evidence for the impontance.
nyiee d rerato fa oa a brbooaa seaakn of buoyancy forcing in die dynamics of dhat currenL An-

nectd bya biund hutother feature of this run was the; thinning of the freshwater
MENTA TECHIQUElayer along die wall which was anti-symmetric to dot al
~~ ~along which the "East Greenland vCuret flowed. This thin-

A cylindrical lucite tank with an insde diamnete of 45 cm ung is evidence of inflow, of deep water into the polar basin
and height of 30 cm was divided by radial walls into two as a subsurface boundary current and may be considered an
basin (Fgure 1). A gap at the center of the wall could be analog of the intrision of the West Spitsbergen Current into
closed by a sliding gate The tank was rovaed on a turntable dhe Arctic Ocean
driven by a -h4Lp. electrical montortdrough a Graham Thene observations are in qualitative agreement with
variable-speed transmnissio and toothed rubber belL Rota- theories for geosgraphic adjustment after removal of a darn
dion for all experiment was at a rae of 0.2 revolutioins per in a channel [Gill, 1976;, Hrm et al, 1989). In these
second and i a c04teocwu direction, simulating the theories adjustment i s complished by Kelvin and Poincart
northern hemisphere. A sdke layer about 18 an deep was waves with inertial overshoots occurring in the can of larg
first introduced into die conk and spun up to solid rotation. amplides. In the steady state this type of current, can be an-
Since the slding gate did not, reach bottomi, ypumnie was alyzed, under conditions of geostrophic balance, to show
equalized between the two basin. Next a layer of fresh- that volume transpor is given by
water which had! been dyed blue was carefully floated on the
surface of one of die bains, hereafter called the polar basin. 19L
The upper layer was 1114 o 21hcmin thicknes, muchless 2- f
than the thicknes of doe deep layer, so the experiments cor-
responded to redaced gravity dynamics on an f-plane where g'-g0POPW2 is reduced gravity, g is gravitational
Winds were simulaed in som, of the runs with a small tur- acceleration, PI and P2 ame upper and lower layer density, H
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Figure 2. Run 3-90. Pure buoyancy-driven exchange. Freshwater layer intrude into subpolar basin as a narrow boundary current along right-
hand wall.

is upstream depth of the layer and f is the Coriolis axis in the direction toward which the air was blowing. This
parameter. This expression gives results which compare simulates idealized Polar Easterlies which produce anti-
favorably with observational evidence when applied to the cyclonic shear in the polar basin and cyclonic shear in the
East Greenland Current (Manley and Hunkins, 1987]. subpolar basin (Figure 4). The fan was turned on one minute

In this pure buoyancy-driven run the freshwater layer was before the gate was removed. A circular anticyclonic gyre
confined to a narrow boundary current in the subpolar basin developed quickly in the freshwater layer of the polar basin
and did not spread over the entire basin until late in the ex- as evidenced by the dark-colored circle indicating greater
periment when the buoyancy driving force was exhausted thickness. Freshwater was trapped in this gyre and there was
and friction became importanL In a hypothetical frictioles little exchange with the subpolar basin. Buoyancy forces
experiment with a continuous some and sink of freshwater tend to drive freshwawer from the polar to thde subpolar basin
there would presumably be no spreading of freshwaser into but in this run wind forcing opposes that tendency. The
the interior of the subpolar bain. upper layer increased in depth at the center of the polar gyreand was 712-cm deep at a time 3 minutes after the gate was

withdrawn. This was a threefold increase in layer depth.
Wind-D~riven Exchange In the final run (5-90) similar conditions were maintained

Results were stikingly different when wind tess was except that the wind direction was reversed. This is not at all
added to buoyancy forcing. In the first wind-driven run (Fig- a realistic situation since we do not expect the atmospheric
ure 3, Run 4-90) the air stremn was directed so that the polar circulation system to reverse, even during glacial periods,
basin was on the right-hand side when looking along the but it does serve to explore the full range of wind effects. In
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Figure 3. Run 4-90. Combined wind- and buoyancy-driven flow. Polar Easterlies. Anticyclonic wind shear over the polar basin creates an an
::cyclonic lens of freshwater. There is little intrusion into the subpolar basin.

this case a cycloruic wind stress was present over the poiar

WIND STRESS basinl and an anticyclonic stress ovar the subpolar basin.
-11 CUR Now buoyancy and wind forcing both tend to aan~sxo:

STRAS freshwater from the polar to subpolar basin. Under thisre
-4 A versed wind stress a cyclonic gyre developed in the polar

PAG basin with a rapid thinning of the freshwater layer near the
/ center of that basin. Freshwater flowed into the subpolar ba-

____ sin both as a right-hand boundary current driven by buov-
/ ancy as in the first run without wind and also as a tongue en-

'C + tering near the center of the gap which then moved
"CG anticyclonically around the subpolar basin. The freshwater

layer was efficiently transported from the polar to the sub-
polar basin in this complex exchange. Four minutes after re-

SIDE TOPmoval of the gate tr-ansfer of freshwater was virtually~ cx"'
VIEW VE W plete wtth a lens of freshwater now in the subpolar basin anid

only !he clear deep laver Ini th- riolar hsmn (rizure 4

Figure 4. Sketch of results with simulated Polar Easterlies (Run 4- Surface Layer Dynamics
90). Freshwater layer thickens near center of polar bai wid thm From the horizontal equations for momentum and con-
is hule exchange between basins. tinuity, an equation may be derived which describes the
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F~zure 5. Run 5-90. Combined wind- and buoyancy-driven flow. Polar Westerlies. Cyclonic wind shear over the polar basin and anticyclonic
___- over the subpolar basin. After four minutes the fteshwater layer has been comnpletely transferred to the ~oar ')asin where it forms an
riz.x conic gyre.

c:hanges in thickness of a homogeneous upper layer under is scaled in terms of a characteristic horizontal dimension L.
.; cnc f gravity and wind sLU>' E Scaling argument- a .,haraxzrisuc iayer depth ,caie T ai sixss"

mray then be used to reduce this equation to a thickness- scale To0 the result is the dimensionless equation
cndency equation which becomes equivalent to the Ekxnan

• +

Fuigrelatioun undr Cetain liiing maproanc-dionsfo. PlrWsele.Ccoi idseroe h oa ai n niyl

-cduced gravity. the potential vos-ticity equation for a slab- d vx (x' 3 3
11k upper layer over an infinitely deep lower layer may be a at ahToT a t, &T,

-(----.-o--,(-yre.

,ricen in terms of layer thickness, h, as dependent variable, t PIinje( 7tio

whefe the variables are now bidansiood to be scae.
(gf) a u cain lih apa- R is the(baroclinic radius of deformation. The rao

a y ax - lxy~ , x R/L is a Rossby number which for Lhe model described horo
(3 (3h - h L k'v &T_ A as well as forheArctic cca is much less than one except

U der near boundaries. Under these gecnostopns the stretchinoz tRcr-
dominates the LHS of equations (1) and (2) and must bal-
ance the stress curl on the RHS. In the interiors of the basin-,

whre rand r are components of surface wind stress and dimensional equation (1) thus reduces to the Ernan pump-
Wdm eeher symbols have their usual meaning. If equation (1) ing relation.
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vection. In these simple terms, the labomtory model
1. rationalizes present conditions in these two oceans.ah',a) = curl T (3) Assuming that a change to a warmer global climate

would lead to less temperature contrast between polar and
temperate latitudes, and in turn reduced intensity of at-

Note that although the upper layer is considered to be much mospheric circulation, there would in that case be a reduced
deeper than te Ekn layer, vetica l pumping at the base of tendency to retain feshwater in the Arctic Ocean and an in-
the Ekmn layer serves to change the thickness of the entire crease in the thickness of the mixed layer in the Greenland
upper layer. The mean rate of change in thickness using typ- Sea. This effect needs careful consideration in attempts to
ical oceanic parmnete is about 30 m yri. Changes in layer model climatic changes associated with the global inter-thickness depend only on the curl of wind stess. This result r bewnteamohrendhecaz
corresponds qualitatively with the labratory experiments in action between the atmosphere and the ocean.

which a thickening anticyclonic lens develops in the region ACKNOWLEDGMENS
of negative stress cud and a thinning cyclonic layer de-
velops in the positive curl region. A more complete math- This research was supported by the Office of Naval Re-
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the transfer of freshwater from one basin to another, would REFERENCES
require a solution of equation (1) with all terms included,
but this is outside the scope intended here. The approxima- Broecker, W., and G. Denton, The role of ocean-
tion represented by equation (3) demonstrates the general atmosphere reorganizaions in glacial cycles, Geochim.
importance of the curl of the wind field to the dynamics of Cosmochim. Acta, 53,2465-2501, 1989.
the mixed layer. Gill, A., Adjustment under gravity in a rotating channel, J.

Fluid Mech., 77, 603-621, 1976.
DISCUSSION Hermann, A., P. Rhines, and E. Johnson, On linear Rossby

Present mean atmospheric conditions over the Arctic adjustment in a channel: beyond Kelvin waves, J. Fluid
Ocean are dominated by high pressure over the Beaufort Sea Mech., 205,469-502,1989.
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layer effectively locking a reservoir of freshwater into the ing summer 1984, J. Geophys. Res., 92, 6741-6753,
polar basin. This layer prevents deep water formation in the 1987.
present Arctic Ocean. However, in the Greenland Sea mean Rind, D., D. Pftet, W. Broecker, A. Mclntyre, and W.
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Mathematical Modeling in Studies of Arctic Ocean Circulation

N. Yu. Doronin and A. Yu. Proshutinsky
Arctc and Antarctic Research Insttute, Leningrad, U.SS.R.

-ABSRACT
A hierarchy of mathematical models adapted to certain physical phenomena of

the Arctic Ocean has been developed. The density structure of the Arctic Ocean
water is characterized by a well-marked stratification. This allows us to describe it

(0 by means of models with a discrete stratification. In this context a two-dimensional
(o model of the upper 200 m of the ocean can be considered as the "lowest" level of a

hierarchy of models. With the help of this model, coupled with the ice drift model,
- seasonal oscillations of sea level, and variability of barotropic water circulation in

the annual cycle, affected by wind, atmospheric pressure and river runoff, were
studied. The same model is used to successfully predict level oscillations and ice
drift up to 6 days in advance.

(N - The multi-layer models are suggested as models of the second level. For exam-
O'E ple, energy concentration in the upper layer of the ocean, the main property of

baroclinicity, is well simulated in the two-layer version. The advantage of these
models as compared with those of the first level, is that the depth of the interface is
given as a solution. The diagnostic two-layer model is quite simple to use on small
computers. The prognostic two-layer model allows one to estimate the time when
the water circulation becomes stationary in the ocean of real depth.

The diagnostic three-dimensional ocean model with a continuous stratification is
suggested as the third level model. The elliptical equation relative to denivelation of
the free surface is the governing equation of the model. The estimation of the terms
of the motion and continuity equations indicates the need to introduce geostrophic
corrections for non-linear effects and a horizontal turbulent exchange when cal-
culating vertical current velocity.

Tidal motions in the ocean are simulated by means of a joint non-linear model of
water and ice motion, taking into account astronomical factors, the earth's tides,
effects of loading and self-gravitation, and viscous-elastic interaction of the ice
cover. On the basis of these models, the formation features of the diurnal 0, K and
semi-diurnal M and S harmonics of the tidal potential are studied and the irregular-
ities of the ice cover during the tidal period are calculated.

The water dynamics of the Arctic Ocean are extensively Large-scale dynamics of the North European Basin were
modeled, but, as was noted at a meeting in Cambridge, calculated mainly as a part of the World Ocean circulation
investigations in this direction are behind field programs [Marchuk and Sarkisyan, 19881, but there are some numer-
[AOMM, 19831. All the works in modeling can be divided ical experiments for particular seasons based on the results
into three groups by regions: circulation models of the North of hydrographical surveys [Bub and Popov, 1989; Nikiforov
European Basin; models of the Arctic Basin; and simula- et al., 1989].
tions of arctic marginal seas. The majority of the works are connected with the simula-
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tion of Arctic Basin circulation. There are simplified mod- to gravity; a =ff2k, k is the coefficient of vertical turbulent
els, which are directed to illustrate processes qualitatively mixing and c is wind stress at the surface.
[Felzenbaum, 1958; Oudkovich and Nikiforov, 1963; Camp- This equation reflects a balance between the wind stress
bell, 1969; Hart, 1975]; models to reconstruct velocity fields curl at the surface and eddy friction at the bottom. Obvi-
using observed TS-fiekds [Ponomnaryev and Gazova, 1981; ously, such an app o i is highly idealized; it can be
Proshutinsky, 1988; Treshnov and Baranov, 1978]; and used only for the solution of a few problems related to
the most advanced approximations, based on primitive equa- climate.
tions [Hibler and Bryan, 1987; Semtner, 1967]. Numerical experiments show that there can be year-to-

A separate group consists of the models developed for the year variations in positions of the centers of anticyclonic
marginal arctic seas [Kudryavtsev, 1970, Doronin, 1989]. gyrs in the Arctic Basin and cyclonic circulation in the

Most of the studies, though, am still in the pilot study North European Basin, as well as in the location of the
stage. Modeling as a tool of detailed regional analysis has Trans-Arctic Current. The Trans-Arctic Current weakens
not been particularly pursued. It is not possible yet to during that part of the year when the kinetic energy in the
develop a general mathematical model of the Arctic Ocean upper layer of the ocean is at its minimum; simultaneously a
water dynamics allowing for all the diversity of determining cyclonic gyre is formed in the Canadian Basin, and the cen-
factors and the full scope of their effects. It is more rea- ter of the anticyclonic gyre is displaced towards the Siberian
sonable, though, to develop a hierarchy of models, each Shelf.
describing a certain physical process or an area where the (2) The irregular vertical mass distribution is schemat-
process is most pronoMced ically accounted for in the models with discrete stwat-

We present an approach to the development of a series of ification. For instance, two-layer models directly account for
related models describing the main features of the Arctic the major baroclinic effect manifested in the kinetic energy
Ocean water dynamics and sea level changes. The Reynolds concentration in the upper ocean. These models of the ocean
approximation is assumed as an equation describing fluid circulation are based on equations which are united into sys-
dynamics tens by conditions of speed and stress continuity at the

interface between the layers with different density. The

P models of this class have certain merits for the study of cli-
-+201- xV =-Lip+ iVV+? (1) matic or seasonal changes of major ocean structural zones.

P Figure I shows that sea level increases due to the wind
where 4p is the potential of the conservative mas f=4 caused by the Arctic High. Observtional data confirm sag-

while F denotes non-conservative forces (friction), with ging of the interface between the surface and North Atlantic

other notation as commonly accepted. Water Masses also caused by the Actic High winds. The
The general circulation in the ocean is represented by a North Atlantic upwellmg along the continental slope in the

statistical ensemble of its large-scale motions. Slow currents marginal seas is caused by the sea level drop due to storm
occurring throughut the entire water column belong to its surges over the arctic sea shelf.
low frequency end. These motions have a spatial scale of () Me diagnosti model based on Equation (2) account-
106-107 m and a temporal scale of 10OL102 years. The same ing for the continuity of the fluid stratification can be used

spatial scale is characteristic of the main quasi-sationary for qualitative and quantitative analysis of the 3-D current
surface currents; thew currents also have a high tempora field by the density distribution. The governing equation of
variability. The currents together with long-period motions the model is
display distinct seasonal variations. For the motions of the
indicated scales Equation (1) can be simplified by neglect- n = 22-curl I? + LEE V2,H _ 2a" ) _ 2
ing certain terms P08 Par f

2M V.-Lp+ q,+ paI (2)
P(pHIdl Q JHd (4)

where Ft describes vertical shear eddy viscosity only. Theal qdJPz ' .,
class of the models describing the low-frequency spectrum
of the ocean geeral circulation is based on Eq on (2).
The equations differ by the way they approximate a pressme where T is the wind stress. If wind is neglected we can esti-
gradient VP. mate the thennohaline water circulation. The estimates of

(1) If baroclinicity is neglected, we obtain a barotrpic the variability of thermohaline motions in the Arctic Ocean
model of the steady-state ocean circulation. By means of we obtained by means of sea level, which can be considered
eddy operations over the X and Y components of Equation as an integral index. Figure 2 shows that the mean long-term
(2) the problem is reduced to that of an elliptic equation rel- location of the sea level surface does not change, i.e., there
ative to sea level deleveling is a dome-shaped sea level increase in the eastern Arctic

Ocean, while in the western Arctic Ocean there is a sagging
V2C + 2o p & SC = ur "+ 2 , (3) of the surface. A year-to-year variability is expressed by the

Hax pS changes of the current speed and displacement of the cir-
culation centers from their mean location.

where H is the ocean depth; J is the Jacobian fis the Cod- The high-frequency region of the spectrum of large-scale
ois paraneter, 9 is latitude; C is a displacement of sa sr- motions is formed by synoptic processes with spatial scales
face from its undisturbed position; g is the acceleration due of 104 -10 5 m and temporal scales of 10o-102 days; in this
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Figure 1(s). T1m topography of doe Arctic Ocea five uurface in centimeters for an average climmatic Pebntuay. Resuha of two-layered ocean
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Figure 1(b). Th aorab of die interface between the Surface =W North Aflanc wtsm in for an avenage climati February.

Resuts of two-lyeednet odel.
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case the non-stationary part of Equation (1) cannot be ilar to that formed by tmohalin factom Let us discuss in
neglected. This is also true of shorter period tidal motions. this connection a possible mechanism for water circulation
Equation (1) can be simplified by parameterization of fric- and sea level changes in the Arctic Ocean. The calculations
tion forces and by neglecting the density stratification or by show that winter ocean currents can be estimated using wind
its vertical averaging. Here we use a model built in the and pressure fields. In summer these factors are no longer
framework of the shallow-water theory. The following important, and no barotropic circulation forms. The observa-
model is proposed to study the Arctic Ocean synoptic tions, however, indicate that the major pattern of water and
dynamics, tides and sea ice drift sea ice motions in the Arctic Basin remain the same. We can

therefore suggest that from April to November the atmos-
phere controls Arctic Ocean dynamics, and the observed

-- +2) x currents would contribute to the readjustment of the density
t2) 1 -- gVC + AV2+ 5) field. In the second half of the year the atmospheric effect

P P(H+13 +]

~-=v(Hd), V (6)H +dt f

-0- 2  0)x + (7)~
-(-s + H)+ , A

as-= -iv(S~i), Pi = piHiS, A(8)5)

where Ui is the sea ice drift speed; rl the sea ice density; TS,
tB, riS, .niH are the frictions at the interfaces, F is the inter- o

action force between ice floes, Hi is the thickness of ice and
S is the ice concentration.

The model (Equations 5-8) can also be used for the esti- - -
mation of the time needed for barotropic motion generation 1 C

in the real ocean, for the study of the seasonal variations of
sea level and ice drifts, not taking into account melting and
growth of sea ice. Numerical experiments have shown the LA

spatial structure and sea level temporal changes to be deter-
mined by the strength and location of the Arctic High and //

Icelandic Low. In cold months (fromn November to April), x 4
when the Arctic High is well developed, the sea level -10 I/2
increases in the center of the anticyclonic gyre, storm surges ,

become stronger along the arctic sea coast, and runoff , I'

decreases. All of these result in an observed sea level drop -20 . .. c
at the stations on the Siberian coast....

In the warm months, when the Arctic igh weakens, the
anticyclonic circulation also grows weak, the sea level under
the anticyclone drops, storm surges along the coast N.
decrease, runoff is enhanced, and sea level incmases along
the Siberian coast. The estimation of the contributions of
different elements has shown that the wind forcing is
resqnsible for 5-804%. This forcing displays signif'mant
seasonal variations as well as a strong dependence on ona Fg Z The free suface topopaphy i the Arctic Ocean: (a) in
ice presence in the area.the plane, as a result of diermohaline oenan crculation calculations

by um gam daa; (b) along line A fron Alaska (A) to
It is interesting to note that the topography of the sea Spitsbagm (B) a a result of the thermohalime ocean circulation

level field in the Arctic Ocean calculated only on the basis calculations for 1973 (1). 1974 (2). 1975 (3), 1976 (4) years, by
of air pressure and wind daa for cold months would be sim- model (E1i39mto 5-8) resut winier (5) mamter (6).
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Fr 3. Mod cal.uldted we dft quatio -) for 1-5 July, 1979. By obeevaional dat (1. by modeling (2).

grows weaker and the water cirulatiou s divm by bar- dm ine a u o w masses, heat, and
o r C factors The h ori zo t t uion of the m ass field Iask o s aW t h Artc O ese se

observed in the Arctic Basin in spring seems to be due to the *tsake ydro aphsvys the Arctic Ocean year-s
ba m efiets 010gI l mike hydrographi surveys in the Arctic Ocean year-
barotropic cifect.ron

The proposed model (Equatio 5-8) is primarily used .r monitor currents sea level changes, sea ice drift and

for the caculatio of synoptic motions of water and sea ice meeoological elements i the ocean for the caliration

(Figure 3). It is also appriate for operational support of and verifiatinm of numerical models.

arctic navigation and can be used for the forecasts of storm All these tasks can be resolved on the basis of inter-
surges level osci five days in advance. The model national cooperation and combined efforts of different
forecasts during three navigation seaso (1987-1989) had a countries.
skill score during the first three days of 82% on average, There are certain areas in the Arctic Ocean which merit
while the foas ts for the f t an fifth days can be special attention. The bsckground circulation in the North
regarded as recommendations for the emation of the European Basin is cyclonic; there is also a cyclonic gy to
(the growth or decrease of sea level). If wind streU data and the nrtiheast of Jan-Mayen. This area has been extensively
prsure gradients ae excluded from the model, while tidal studied lately, sic it is here that conditions are extremely
forces are added to th model equations, we can get a sys- favorable for the d o t of d convection which is
e ofe s s b for p c a n of believed to be related to bottmn water formation. One of the

wat ad sea ice tides [Polyakov and Proshutinsky, 1988]. most timely problems of polar oceanography is the develop-
The development am prcica use of numerical hydro- ment of the theory and nume of deep and t-

dynamic foreasts ries that the model be suprte by tom wat formation in the Greenland Sea to determine its
fl-a expm . Ob be adequaly quantitative characteristics.
p for both model bration and verification. So the The anticyclonic gyre in the Lofoten Basin of the Nor-
model development saegy include te whole cycle wegian Sea has been studied lately. The anticyclonic quasi-
ofL mode-dpe ll&nent-m odel. geostophic rotation there is related to the expressed sagging

Letus now dwell a little on e problem ar which ofi s .oft y m bear-
includes both further development of models md the results oi condenser of oetae er wh ean be rels

of the study of Arctic Oce hydrologY by numerical mood- when the coming flow weakens and accumulated when the
el,. The filt task would include the development of a pro. Norwegian Curent becomes more intense. A more detailed
gramof flscal observations ad their study is desable, as its results might greatly contribute to
al die following line better modeling of the North Euopean Basin processes.
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The dynamics of deep and bottom waters in the Arctic flow of the Greenland Sea bottom waters to the Norwegian
Ocean ae less subdied. It is believed that deep and bottom Sea and Arctic Basin. There is also water overflow from the
currents in the North European Basin might have velocities American Basin to the Eurasian Basin and so on. The mech-
comparable with thoe in the upper layer [Alekseev et al., anism of the phenomenon is not known yet.
1989; Bub and Popov, 1989]. What mechanisms cause it are
not clear yet. 'Overflows" of deep and btom waters are Special studies of the interaction process in the system of

particularly important not only in the North European Basin, ampher-ce-ocear occurring in the so-called sea-ice

but also in other areas of the World Ocean. These are over- marginal zones should be organized.
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Air-Sea Interaction and Penetrating Winter Convection in the Greenland Sea

G. V. Alekseyev
The Arctic and Antarctic Research Institute, Leningrad, US.S.R.

ABSTRACT
Since 1984 research vessels of the Arctic and Antarctic Research Institute have

carried out continuous studies in the central Greenland Sea, where the development
of winter convection, penetrating down to the bottom, is possible [Nansen, 1909].
At the present time more than 20 oceanographic surveys have been made in this
area, with 10 surveys conducted in winter (January-April). Penetrating convection
events were observed in March 1984, 1988 and 1989. The strongest event was
observed in March 1984, a somewhat less extensive event occurred in March 1989
(considered in detail in this work) and a relatively weak one occurred in winter
1988. The analysis of distributions of thermodynamic characteristics of water
masses in the convection area allowed us to define major features of seasonal and
inter-annual changes of vertical water structure, and to single out necessary condi-
tions and stages of the penetrating convection development, which generally agree
with the existing understanding [Gordon, 1978; Killworth, 1983], but which were
supplemented by the indication of a specific role of atmospheric processes over the
Greenland Sea. Quantitative estimates of the possible volume of bottom and deep
waters forming in the penetrating convection events were made. The climate-
forming role of this process and the possibility of forecasting it are discussed.
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Multiyear Variability of Atmospheric Circulation Shifts Over the North Pacific
and a Method 'o Forecast Ice Cover on the Okhotsk and Bering Seas

A. M. Polyakova
Pacific Oceanological Institute, Far Eastern Branch US.S.R. Academy of Sciences, Vladivostok, U.S.S.R.

ABSTRACT
Typical atmospheric processes were revealed by the motion of cyclones and anti-

cyclones above the North Pacific. All the variability of synoptical situations could
be separated into 6 types. Study of the multiyear variability of these typical pro-
cesses showed the existence of rather complicated periodical fluctuations repeating
every 4-5 to 30 years. The transition from one process to another takes place rather
unevenly. For instance, all the types readily change to the North Western type
(43%), but very rarely to the Okhotsk-Hawaii type. The same synoptical unin-
terrupted situation can last up to 2 months.

According to the concepts of ocean-atmosphere interactions we have found
some clear relationships between the repeating typical processes and the ice cover
of Far Eastern Seas. Regression equations were determined for the ice cover fore-
cast for the Okhotsk Sea for January to April and for the Bering Sea for April and
May. In these periods both seas have the maximum ice cover. The accepted equa-
tions appear to meet all the standard requirements. Checking was done on inde-
pendent two year material. It turned out that the method worked for 88-96% of the
time, its reliability was 79-96%, and its effectiveness was 31-38%.
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Sea Surface Temperature Anomalies in the North Pacific,
Their Connection With Atmospheric Processes in Transitional Seasons

and Ice Variability in the Bering and Okhotsk Seas

K. A. Rogachev
Pacific Oceanological Institute, Far Eastern Branch of the USSR Academy of Sciences, Vladivostok, U.S.S.R.

A. F. Lomakin
Far Eastern Hydromet Institute, Vladivostok, U.S.S.R.

ABSTRACT
The formation of sea-surface temperature anomalies (SSTAs) in the North

Pacific have been examined for some decades. It was shown that in extreme years
SSTAs have produced changes in the thermal contrast between ocean and
continent.

In transitional seasons (spring and fall) surface temperature contrasts between
ocean and continent (for example between the Aleutian Low and the Siberian High)
were small. Hence, a small SSTA can determine ocean-continent surface contrasts
and the time lag of transitional seasons.

The timing and shift of the onset of winter in the middle and high latitudes
depends on the value of these contrasts. Thus, in the present study the time lag of
the transitional seasons is considered to be one of the main climatic elements.

In extreme years the sea ice cover in the Bering and Okhotsk Seas changes sig-
nificantly. In warm years (as determined by SSTA) the ice-covered area in the Ber-
ing Sea is less than 30%. Since there is a difference in the position of ice sources
between the Bering and Okhotsk Seas, a different ice dynamic occurs in the
Okhotsk Sea.
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A Statistical Study of Atmosphere-Sea Ice Interactions in the Southern Ocean

E. Breitenberger and G. Wendler
Geophysical Institute, University of Alaska Fairbanks, Fairbanks, Alaska, U.A.

ABSTRACT
By regulating the heat exchange between ocean and atmosphere, sea ice strongly

forces the atmospheric circulation. In turn, atmospheric conditions distinctly control
the growth and decay of the sea ice cover.

Using weather grids and satellite-derived sea ice data for the Southern Ocean,
we have undertaken a statistical investigation of these interactions. Our approach
has been to examine the correlations between various indices of the circulation and
sea ice for different spatial and temporal lags.

Our results indicate large variability in the magnitude, sign, and lag of ice-
atmosphere interaction. Since there are considerable noise and autocorrelation in
the data, it seems that only the strongest interactions can be unambiguously deter-
mined. Interactions are particularly pronounced in the Ross Sea and Weddell Sea,
which are the principal areas of ice production in the Antarctic. These interactions
exhibit strong seasonal dependence, but do not seem to conform to simple models
of ice-atmosphere interaction. Many other sectors of the Southern Ocean show cor-
relations between atmosphere and ice, but these correlations are generally of mar-
ginal statistical significance. On the whole, we find strong interactions in the Ross
and Weddell sectors, with strong seasonal dependence, but little statistically sig-
nificant interaction elsewhere.
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The Impact of Snow and Sea Ice Variations on Global Climate Change

Tamara Shapiro Ledley
Departmet of Space Physics and Astronomy, and the Earth Systems Institute, Rice University, Houston, Texas, U.SA.

ABSTRACT
Recent work with a coupled energy balance climate-sea ice model has shown

that sea ice has a large impact on the energy fluxes between the ocean and the
atmosphere and thus on climate, especially in the polar regions. In this study the
impact of the addition of snowfall on sea ice and its effect on climate is examined.
The results show that the addition of snow introduces three major competing
effects. The first effect is that the snow acts as an insulator, keeping the ice warm
and thus thin. This would seem to produce a warming effect on the climate. The
second is that snow has a lower volumetric specific heat than ice causing it to cool
during the winter and warm during the summer more rapidly than ice. The third is
that snow has a higher albedo than ice. This causes a reduction in the absorbed solar
energy by the entire earth-atmosphere system and thus a cooling of the climate.
The results described here indicate that the albedo effect is dominant, so that the
addition of snow cools the climate.

INTRODUCTION however, through meridional energy transp t, it extended
The exchange of energy between die ocean and atmos- globally.

phere is a major factor in determining atmo ten- Further investigations [Ledley, 1990ab, 19911 showed
perature. This exchange is altered by the existence of snow that sea ice trmsport also plays an important role in shaping
and sea ice on the ocean surface because sea ice insulates climate in that it produces a thinning of the sea ice in the
the relatively warm ocean from the cold winter atmosphere, poleward-most zones which, through its impact on the maxi-
and has a significantly higher surface albedo than open muma summertime lead hactions and ice-free conditions,
ocean. produces significantly warmer conditions =npared to when

The net impact of snow and sea ice on surface energy sea ice transport is neglected.
exchange depends on its latitudinal extent and character- In the above studies the impact of sea ice and sea ice vari-
istics such as thickness, impurities, and the area of open ations alone were examined. However, snow can have a sig-
ocean within the ice pack (leads). Previous work with a nificant influence on the seasonal variation of sea ice
coupled energy balance climate-themodynamic sea ice [Ledley, 1985b], and thus on ocean-atmosphere energy
model (CCSI model) showed that the amount of leads dur- exchange and temperature. The mechanisms that cause this
ing the winter [Ledley, 1988a,b], and meridional sea ice influence are (1) snow also acts as an insulator, keeping the
transport [Ledley, 1990ab, 19911 can have significant ef- sea ice relatively warm and thin during the winter and thus
fects on climate, easier to melt away, (2) snow has a lower volumetric

Ledley [1988ab] showed that variations in the small win- specific heat than ice causing it to cool and warm more rap-
terime lead fraction produced a dramatic impact on the idly than ice; and (3) snow generally has a higher albedo
ocean-amosphere energy exchange, and thus on tem- than sea ice, reflecting more solar radiation and thus pro-
perature. This was because the energy exchange between the ducing thicker sea ice.
ocean and the atmosphere can be two orders of magnitude In this study the impact of snow on sea ice, and its sub-
greater over open ocean than over sea ice during the winter, sequent influence on ocean-atmosphere energy exchange
The effect on climate was largest in the polar regions; and climate is examined. The relative importance of the
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competing effects of the insulating of sea ice by mow, the
lower volumetric specific heat of mow compared to ice, and Precipitation 85-N 75-N 65-N 55S 65-S 75-S
the higher albedo of mow as compared to ice. and their
impact on global climate is described.

a) as> aj UM Snow Thickness
THE CCSI MODEL

The CCSI model is a coupled energy balance climate- 0.0 m yr 1  0.00 0.00 0.00 0.00 0.00 0.00
thermodynamic sea ice model that treats four distinct 0.2 m yr"1  0.66 0.16 0.04 0.02 0.07 0.22
regions of the climate system, each of which is represented 0.4 m yr-1  0.80 0.28 0.09 0.04 0.10 0.24
by a single layer. These regions include the air over land,
the air over ocean, a mixed layer ocean, and a ground layer. b) cts ai Mean Snow Thicknes
The model computes 336 time steps per year and employs a
100 latitudinal grid, with land-sea resolution in each zone 02 yr 1  0.21 009 0.03 0.01 0.06 0.19
distributed in accordance with current land-sea distribution. 0.4 m 0.35 0.17 0.07 0.02 0.08 0.21

The CCSI model prognoses the future air layer tem-
peratures by computing the energy balance of each layer.
The energy fluxes that are included in this calculation ae Table 1. Mem Snow Thicknass at Yer 20 in m. (The simulation
the horizontal heat transports, mendional and zonal; short was cried out for 20 years. These resuts are for de last yea.)
and long wave radiative fluxes; and the sensible and latent
heat fluxes.

The thermodynamic sea ice model that is used in the
CCSI model is that described by Ledley [1985ab] and is Precipitation 85-N 75-N 65-N 55-S 65-S 75nS
based on the models of Semtner [1976] and Maykut and
Untersteiner [1971]. It is a three-layer thermodynamic
model that includes conduction within the ice, penetration of a) as > Cei Sea ume7
solar radiation into the ice layers, and surface energy
balances.

The formation of new sea ice on open ocean and 0.0 m yr 2.85 1.33 0.34 0.01 0.35 1.37
opening and closing of leads ae computed following de 0.2 m yr 1  2.40 1.25 0.42 0.01 0.27 0.72
techniques of Ledley [19871. In this; parmeterizationamin- 0A m yr 1  2.76 1.28 0A3 0.01 0.26 0.79
imum lead fraction of the total ice/ocean area to be occupied
by leads during the winter is specified. Also included is the b) as 0 SeaDie.".olum
transport of sea ice into equatorward latitude zones.
mhe snowfall rate is determined as a function of pe- 0.2 m yr-1  2.01 0.97 0.23 0.01 0.18 0.61

cipitation rate, which is specified as a constant for all lat- 0.4 m yr 1  1.64 0.76 0.18 0.01 0.20 0.68
itudes and times; and of the temperature, which determines
the fraction of the precipitation that falls as snow. The pur-
pose of using the constant precipitation rate is to isolate the Table 2 Sea Ice "Volume" at Year 20 in i. (The sea ice "volume"
effect of snow on sea ice and climate variations, without the is defined as: a ice thicknes x ( -lead faction).)

complications of variable precipitation rates.

THE EXPERIMENTS yr. Here we will examine the results when the pre-
There a two sets of experiments that am performed with cipitation rae is specified at 0.2 and 0.4 m yr-1. In these

the CCSI model In the first set, the albedos of snow, a., cases repeating seasonal cycles ae produced.
and ice, ai, ae set as follows: IMPACT OF SNOW ON SEA ICE THICKNESS

0.84 Tar g 260°K Table I shows the mean annual snow thickness in each of
a,= 0.84 - 0.0065 (T* - 260) 26(0K 9 Tai < 2800K the latitude zones that has mow on sea ice for each of the

0.71 2800K <Tgi precipitation scenarios. As expected, the snow thickness
increases as the precipitation rate increases; however, when

0.71 Tair 26 0K the albedo of the mow is set equal to the albedo of the sea
ai 0.71 -0.01 (Tir -260) 2600KATai < 2800K ice the snow thickness in each case deases dramatically.

0.51 2800K < Tair Table 2a shows the impact of increasing the snow thick-
ness on the sea ice "volume when o,> o4 (sea ice "vol-

In the second set of experiments the albedo of snow is set ume" is defined as the sea ice thickness times one minus the
equal to that of ice. The purpose here is to examine how the lead fraction). Tie effect of adding a relatively small
properties of snow affect sea ce vaations, ocem- mount of mow is to decreas the sea ice thickness in all but
atuosphere interactions, and climae, the zones near the ice edge. Te thinning of the ice is due to

In each set of experiments the precipitation ne is set to a the insulating properties of the snow on the ice. When mow
constant rate at all laitudes, and the simulations am made is added to the bamre ice, the ice remains warmer, grows more
for 20 year. The precipitation rates specified am (1) 0 m slowly, melts more readily, and is therefore thinner than
yr-', (2) 0.1 m yrl, (3) 0.2 m yr, (4) 0.4 m yr, (5) 0.8 m when there is no mow.
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A Tables 2a and 2b)for aprecipitation rteof 0.4minyrI. The
I only difference between these two sets of sea ice thicknesses

60 is the albedo of the snow. Whena, cc> cx1 (Table 2a) the sea
___ __ice is diucker at amoal lttudes than when a. = c4 Crable

30 __ _ _ _2b). In addition, when examining the effect of increasing
rcipitaionfom.2 to 0.4mnyrI the sea ice thickens at

0 o1alost all latitude zones when a. > aj; but when the ulbedo
effect is neglected the sa ice continues to thin in the north-

-30 ern hemisphere, and thickens only to a small extent in the
:Mk southern hemisphere. The thickenig in the; southern henu-

-60 m-sphere may be due to the lower thermal inertia of snow
-90 - W ~ . , 41m doe

D JF MA M JJA SO0N IMPACT OF SNOW ON SURFACE
Month AIR TEMPERATURES

Figure 1 shows the seasonal varition of surface air

90 .. . temperature over ocean and sea ice as a funcion of latitude
.~ when no snow is specified (Figure la) and the effect of add-

601- ...... ing precipitation at the rteo of 0.4 in yrI when a. > aj (Fig-
" ure lb). and when as, - c4 (Figure ic).

S30[r The addition of snow with its higher albedo leads to
'0 Cooler temperatures (Figure lb). The largest decreases in

S 0-. temperature occur at 75ON - October-November, 65ON-
January-February, and 650S and 7505 - June, and car-

-30 respond to decreases in the perids of ice-free conditions.
-6' .............. These temperature changes are superimposed on a year-

-60........ round~ decrease in surface air temperature on the order of
-90 .4 r 135K, that varies frin a maximum. during the winter to a

D J F M A M J J A S 0 N mmum during the sumnmerin bothenispherm Micewin-
Month te dem in surfac air Wempeature, when snow is added,

is the result of lower volumetric specii heat of the snow it
C ~compared to ice. This causes snow surface temperatures to

90 '' 9 *cool morm during t cooling phase of the seasonal cycle.
60 .......:......... During the waring phase the snow emperatures warm

60 .~ Ufaster than the ice. but this is offset by the increase in dhe
surface albedo which causes a decreas in absorbed solar

30 radiaton and thus a cooling. The cooler mnow surface tean-
0 pmrtures cause the surface aw temperature to decrease
~- 0 When the higher albedo of snow is neglected (Figure ic)

_30- the rapid cooling of the mnow as compared to ice during the
30 winter also produces a decrease in surface air temperatures;

-60 however, this cooling is restricted to the winter and early
-90 srnand is onthe order ofo0.0K.During the rest of the

year there are small increases in temperature in the polar
D J F MA MJ JA SO0N regons ondie ordr of0.Z .These result partiallyaum

Month the more rapid warming of the mnow as compared to ice dur-
ing the spring and summer, the larer amouints of absmW~e

Figure L(a). The seasonal cycle of surface air temperatur ovar solar radiation due to the lower mnow albedo than when a. >
oceai ead se ice in OK when snow is neglected aid (b A c) die a, (Figure lb) and the increased periods of ice-fre
change in die sasonal cycle of Surface aitsA aepera--- iK when conditions.
prcpiation is added at a taie of 0.4 an yr when (b) the albedo of
snow is greater than that of ice, a, > ci aid (c) the albedo of mowSU M R
is equal to doat of kxe cc, - ch. Note that decreases in tepeature
ane denote by dotted conturs mid bmcess by solid coton In summary, the addition of mnow to the sea ice surface

insules the sea ice, because of the lower thermal diffusiv-
ity of mnow as compared to ice. This causes the sea ice to

The higher albedo of t snow surface, which case a remain latively warm and, ws a result, relatively thin. it
reduction in absobd solar radiaton, offsets this warming would seeI that this would result in warmer climate condi-
of the ice to some extent, but does not eliminate it. As a tians However, the higher surface albedo of mnow as comn-
result when the snow thickens enough and tempentures do pared to sea ice cause a large reduiction in the absorbed
not get much Above the freezing point, melting is reduced short wave radiation at the sufabce. This causes a reduction
and sea ice begins to get thicker. This can be seen quite dra- in the melting of sea ice during the smmer, and larger
matically by comparing the mean sea ice thicknesses in growth rates during the winter, which Produces a reduction
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in the energy fluxes from the ocean to de atmosphere, and resulting in a snow cover on sea ice produces a cooling
thus causes a cooling of the atnosphere. This cooling is effect in the polar regions.
enhanced during the winter because the snow has a lower
volumetric specific heat compared to ice, which allows the ACKNOWLEDGMENS
snow surface to become colder than the ice surface under This work was supported in part by two grants from the
the same conditions. National Science Foundation, ATM-8904437 and DPP-

This work has shown that the albedo effect is the more 8922415. This material is also basd in part upon work sup-
important of the three properties of snow affecting sea ice ported by the Texas Advanced Technology Program under
(the change in albedo, the lower volumetric specific heat of grants 3639 and 003604009. Computer time for this project
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Energy Exchange Over Antarctic Sea Ice in Late Winter

G. K6nig-Langlo
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B. Ivanov and A. Zachek
AAN, grad USSR

ABSTRACT
In September and October 1989 during the "Winter Weddell Gyre Study" energy

balance measurements were performed from the Soviet ice-breaker Akademik Fed-
orov. The average radiation balance of the sea ice surface turned out to be zero, i.e.,
short-wave radiation gains were fully compensated by long-wave radiation losses.
Due to turbulent fluxes of sensible and latent heat the atmosphere received about 25
W m-2 energy from the ice/ocean system. Since no significant ice melting or freez-
ing was observed, the latter must originate mainly from warm deep water which is
entrained into the oceanic mixed layer.

INTRODUCTION erhaven). Both ships operated for about six weeks in the sea
Sea ice covers only 4% of the eath's surface but it is i Weddeli Gyre.

nevertheless believed to play an important role in the cli- 7e energy balance measurements were performed on the
mate system through its coupling with the ocean and the Akademik Fedorov. The ship reached the rather sharp ice
atmosphere. For a review see Walsh [1983]. edge (60020!S, 34025W) on 18 September 1989 (see Figure

Thus a hierarchy of sea ice models has been developed 1). The ice edge was well d. Within several
[e.g., Maykut et al., 1971; Hibler, 1979; Lemke et al, 19901. meters the ice cover changed from 0% to nearly 100% 50
They all use paaneerizaio schemes for the exchange be- cm of thick first-year ice.
tween ice, atmosphere and ocean. For the antarctic regions Heading southeast, some multi-year we floes of up to
there is very little in situ data to verify and improve these 200cfm thickness were observed. After crossing the polar
models. Especially in remote areas, such as the Weddell circle (24 September, 20*W) and heading eastward to Maud
Gyre, and during strong ice conditions at the and of winter, Rise, first-year ice with thicknesses between 60-100 cm wasGyr, nd urng ting ceconitonsattheen ofwiter dminnt West of Maud Rise the ice thickness dropped to
nearly no field observations exisL omn.Wno adRtth etikesdopdt

Tea multinational Wn Weddell Gye Study 199 30-40 cm for about 50 km. This coincided with a shallow
mixed layer of only 40 m depth and a mixed layer tem-(WWGS89) offered a good opportunity to t perature 0 2C above freing. This local phenomenon can

measurements in the antarctic sea ice belt during the period be interpreted as an orographic effect of Maud Rise.
of maximum ice extent. The data collected may help to in- After several days of measurements near Maud Rise
prove the parmeterization schemes describing the physical Akadenik Fedorov stopped on 6 October for a 12-day drift-
processes which control the sea ice development as well as ing station. During this period the ship drifted together with
its interaction wit the ocean and the atmosphere. Sub- the ice more than 100 km from 65*46S, 1*50W to 65"21'S,
sequently we present some observational results of the sr- 4°8W. First-year ice of 60 cm thickness was mainly ob-
face heat and radiation balance of the Weddell Sea ice area. served. Mading northward Akademik Fedorov left the ice

on 24 October (58*3S, 25015'W).
CRUISE With some exceptions during the last few days of the

The WWGS89 was carried out by the research vessels cruise the ice coverage was always well above 90%. The oh-
Akademik Fedorov (Leningrad) and Polarstern (Brem- served cracks and leads were frequently filled with thun new
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figure 1. cMu of Akadei Fedor,,.

ice and nis. Iceridging was low to moderate. TIe lea ice + Zone.). During the drifting station the reflected solar

was always covered by snow with a depth of abut 20 cm. radiation (Kit) was detemined directly using a fourth CMI 1
Except in newly opened cracks umd leads no significant ice instrment mounted on a sledge 500 m away from Akademik
formation or melting was osre unti the end of the drift- Fedorov. In all other cases Kit was calculate usn KU,
ingstaon. albedo values obtained periodically from a band-held

Weather conditions were quite variable. The air tem- albedometer and ice observations. The absolute eror of the
perature was always below freezing (minimum=w-W4C, mean shor-wave balance canbe expected to beless than3
mean=-12°C), and the wind speed rnged between 1-21 m W in-2 according to the small scatter of the redundant
s'l (mean 10 m s-I). From the ice edge to the drifting sta- instruments, the rather low global radiation and rather high
tion westerly winds preva'led. Lamer on winds from east and albedo.
south were more common. Frequenty the sky was totally Long-wave Radton. The downward long-wave radia-
overcast and mow fell seveaul times. tion (Lit) was measured with a pyrgeometer (Eply PIR)

The cruise can be divided into three partS. Along the list and an instrument (P2-30) developed recenty in Leningrad.
part from the ice edge to the drifting station Akademik Fed- A built-in filter compensation and heating prvet the P2-
orov stopped every30Oor 60 miles for a2- to 6-hour hydro- 30 from being affected by hoar-frost. With a measuring
logical station and experiments on the ice. During the two angle less than 180 a second IP2-30 and an infrared ther-
weeks drifting station, part two, ice work was done continu- momatir (KT4) determined the upward long-wave radiation
ously. The last part from the drifting station to the ice edge (Lit while the ship was in motion. Furthernore a second
was organized similarly to part one. Eppley PIR supplied Lit data during the drifting station.

Comparing these data derived from quite different in-
INSTRUMENTATION strments the mean deviation was less than 3 W mn-2.

The following components of the surface energy balance Radiation Balances. The German net pyrradiometer of
were measure the type SchuleLag mounted on the ship provided the

•*global radiation (KlU) total downward radiation (QU.KlU+LU). This instrument
• reflected solar radiation (Ici) was mounted on a sledge during the drifting station and

• donwsrlon-wsvradadoaI )measured additioally the uprwad radiation balance
•ouward long-wave rdiation (I) itit'+n) The Soviet net pyrradiometer BP_I also
• turbulent flux of sensible heat (H) fixed on the radiation sledge determined the radiation bal-
•trblet flux of latent heat (LE) ance (Q*=uQ .Q directly.
Additionally weather and ice observatons werecaried Q* could therefore be estimated from several in-

out routinely. To achieve accurate andreliable data all con- dependent instrments (Fitgure 2). The good agreement is
portents were measured using diffet methods and in- expressed by thelow standd dviationf3 Wmi- 2 . Adding
struments wherever possible. all errors of the single radiation components Ku, Kit, L1

Short-wave RadiahionL The global raito (Ku) was and Lieds to much greater uncertinties in Q. Due tothe
measure with three redundant pyranmeter (CMIl1, Kipp high albedo and frequently overast sky the errors in the
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downward components were often compensated by the supplied by the ocean. Figure 3 shows some time series
errors of the upward components. from the first part of the cruise.

Despite the fact that the net pynadiometers offered rea- The surface gained energy mainly by the short-wave bal-
sonable radiation balances, all derived quantities like ance (K'=K,+K). The long-wave balanee(L--V= ,+L#),
L4=Q4-K# show systematic error and were excluded from generally negative, significantly depended on cloud cover-
analysis, age. Thus the radiation balance (Q*) did not follow the daily

Turbulent Flews. While the ship was in motion the tur- cycle as strictly as K*. Generally, the mean short-wave gain
bulent fluxes were estimated continuously on the basis of an was about compensated by the mean long-wave loss.
algorithm established by Ivanov and Makshtas [1986] based When Q* distinctly exceeded +50 W m-2 the turbulent
on the Moin-Ob,hov method. During the drifting station fluxes transported most of this energy into the atmosphere,
and at some hydrographic stations additionally a small gra- thus preventing ice melting or ocean warming. The anal-
dient tower and a sonic anemometer4einometer (Kaijo ogous mechanism for cues with Q* lower than -50 W m-2
Denki DAT 300) erected on the ce were used. The mean was less pronounced. Due to the reduced turbulence under
difference between tower data and sonic data was less than stable atmospheric conditions the surface radiation loss
30%. The error for the mean turbulent fluxes was assumed could not be compensated by the atmosphere. Thus the
to be within the same order. mean surface energy balance was negative. Figure 4 shows

the same data as Figure 3 but averaged over 17 days of part
RESULTS I of the cruise.

From the radiative and turbulent fluxes the surface en- An energy imbalance of B=-24 W m-2 corresponds to a
ergy balance sea ice growth of about 12 cm within 17 days. But no

B=K4+ +L +L +H+LE significant ice formation was observed. Te same imbalance
over the same period could decrease the mean ice

was computed. Positive values indicate a gain, negative val- temperature within the order of 100C. But no significant
ues a loss of energy at the surface. The component B com- changes in heat storage of the ice were observed. Thus B
prises all energy fluxes below the surface, i.e., B depends on can be interpreted as primarily energy supplied by the
changes in heat storage of the ice, phase changes and energy ocean.

1 CI I + Albedo + I Eppley + KT4

0

2 CMI I Pyranometer + 2 Eppley Pyrgeomneter

1 0 0 -.. .... .......... ..... ................... . ... .... .. ....

-100

BP-1 Net Pyrradiometer

-l O . .. . ... .. . .....

E

-100

100 Schulze-Lange Net Pyrradiometer

S
-100

03 6 9 12 115 I's 212

Time (UTC)

lisu. 2. Eznpi. of radiation balaices fin 12 October mmured with four different imtrent symw.
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Similar data analyses were carried out also for parts II Andreas and Makshltas [1985] reported albedo values typ-
and iMI of the cruise. Figure 5 shows the daily averaged ically between 5-60-%. On the Akadenk Fedorov gener-
values, ally higher values wer observed (Figure 5). Obviously the

The data obtained duing the drifting station are quite albedo is less in spring than in late winter when surface
similar compared to the data described above. Again K* and melting is uncommon and cracks and leads are covered with
L are nearly equal but opposite. Mm surface energy bal- thin ice.
ance is slightly more negative because of stronger turbulent The long-wave radiation balance (L*) measured in 1981
fluxes. During the 9 days analyzed from the drifting station accounts for a mean loss of 10-15 W m-2 . On the Akademik
the ice thickness was constant at 60 cm. The energy imbal- Fedorov the loss was about two tnmes larger, relecting the

ance of B=-34 W m-2 could readily change it by about 10 fact that the sky was not as predominantly overcast as was

cm. But the observations indicated no ice thickness change. observed in 1981. Under clear sky conditions the ratio of L4

Thus B can be interprted as a beat flux from die ocea to Lit ranged between 0.65-0.75. Due to the very clean and

Only during the last part of the cruise was the surface en- dry air these values are 10-15% lower than similar data
ergy balance positive, indicating the a~rival of spring.fi the Arctic Basin.In the austbii winter 1986 Polarstern activities were con-

DISCUSSION centrated on oceanographic work along the Greenwich
Meridian. Gordon and Huber [19901 reported a mean bulk

The results described above can be cmpared with dat mixed layer temperam 0.080C above the freezing point
from the Michail Somo expedition in 1981 and the leading to a mean beat flux to the ice of 22 W m-2. This val-
Polarstern cruise in 1986. ue fits quite well with the data obtained from the surface en-

Energy balance merasements were made north of Maud ergy balance measurements on Akademik Fedorov.
Rise from 20 October to 14 November on Michail Somov. Values for the oceanic heat flux found in the literature
The last days of the Akademik Fedorov cruise covered the range between 2-20 W m-2 . Sea ice models such as that of
same area during the same time of the year as the Somov ex- Lemke et al. [1989] show that this uncertainty has only a
pedition. But in the mean Akademik Fedorov activities were minor effect on sea ice extent but a major effect on sea ice
more concentrated on the inteior of the Weddell Gyre and volume. Regarding the observations described above, 20 W
took place about one month earlier. m-2 seems to be more realistic than 2 W m-2. Our result

Total Su.ace Balance B frn 19 Sept.- 5 Oct.1989

-1 ............ ... ......... ... : ...... ..... .. ...... ......... .... .. .. ... ... ...... ..... ....... .
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The Partition of Thermal Energy in the Summertime Sea Ice-Ocean System

Michael Steele
Polar Science Center, Applied Physics Lab/University of Washington, Seattle, Washington, U.S.A.

ABSTRACT
The relative roles of bottom, side, and top melting on sea ice floes are inves-

tigated in a coupled sea ice-ocean numerical model. A new state parameter for sea
ice, the mean caliper diameter, is defined in order to measure the lateral extent of
ice floes. Observed distributions of this quantity in the Arctic will be presented. In
this simple model, the ice cover is assumed to be composed of floes of a single
thickness and diameter. As melting proceeds (due to atmospheric forcing), the
diameter and thickness both decrease, which leads to a decrease in the areal cover-
age of ice. Several parameterizations for bottom and side melting are compared.

The results show that side wall melting is significant only for small floes of less
than several hundred meters in diameter. Larger floes melt mostly from top and bot-
tom surfaces. The standard ice-ocean models in use today parameterize these pro-
cesses by dividing the atmospheric thermal forcing that enters the ocean through
leads equally between bottom and side wall melting, which leads to overestimates
of the amount of open water during the summer. This will in turn affect the amount
of first-year ice that grows during the ensuing winter.

The model is a first step in assessing the partition of thermal energy in the sea
ice--ocean system. Climatic variation of the atmospheric thermal input is likely to
affect the three sea ice state parameters (thickness, diameter, and concentration)
independently. Each parameter has different implications for exchange processes
such as air-ocean heat transfer.

330



Ice Thickness and Vertical Heat Flux in the Arctic Ocean

J. S. Wettlaufer
Polar Science Center and Geophysics Program, University of Washington, Seattle, Washington, U.S.A.

N. Untersteiner
Department of Atmospheric Sciences, University of Washington, Seattle Washington, U.S.A.

ABSTRACT
Ice thickness and extent are controlled by the heat balances at the upper and

lower surfaces of the ice. Observations of the surface heat balance suitable for driv-
ing and validating sea ice models are relatively abundant, while the scarcity of
observations of the heat exchange at the ice-ocean interface has made that process
a frequently invoked tuning parameter in numerical simulations of the sea ice
cover. In a water column capped by a layer of ice, the heat flux, Fw, is generally
either zero or directed upward. A downward heat flux is possible only when the far-
field mixed layer is at or very near the freezing point, and a layer of low salinity
water forms at the ice bottom (either from surface drainage or bottom melting).
Since the early studies of the overall heat balance of the Arctic Basin (e.g., by
Mosby and Tomfeev) it has been thought that Fw is synonymous with the heat lost
by the Atlantic water along its circuit around the Arctic Basin. Badgley [1966] esti-
mated that number to be 2 W m-2, a value later supported by calculations with a
thermodynamic ice model. While this value per se may still be approximately cor-
rect, the source of that heat flux is in question because: (a) it is not clear how much
of the Atlantic water entering through Fram Strait is recirculated and exits into the
Greenland Sea without traveling around the Arctic Basin; (b) the cooling of the
Atlantic water may, at least in part, be the result of cold water entrainment along
the Eurasian shelf; and (c) the estimated Fw in the central Arctic may not originate
from the Atlantic water but from radiational heat stored in the upper ocean during
summer and returned to the surface during autumn and winter.

In view of the importance of these questions for ice cover modeling under differ-
ent climatic scenarios, it will be necessary to make year-round observations of Fw
in several key locations. The technology to make such observations by automatic
data buoys is available. A field study of Fw in the autumn of 1989 north of Svalbard
is used to illustrate the need to overcome the scatter of point observations caused by
the effects of ice morphology and sporadic events in the mixed layer.
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Perennial Water Stratification and the Role of Basal Freshwater Flow in the Mass

Balance of the Ward Hunt Ice Shelf, Canadian High Arctic

Martin 0. Jeffries
Geophysical Institute, University of Alaska Fairbanks, Fairbanks, Alaska. U.SA.

Abstract
A pronounced perennial water stratification in Disraeli Fjord behind the Ward

Hunt Ice Shelf on the north coast of Ellesmere Island is described. The ice shelf
acts as a hanging dam at the mouth of the fjord and minimizes mixing between in-
flowing meltwater runoff and the seawater. Consequently, a 41-m-deep layer of low
salinity water, interposed between a 2- to 3-m-thick fjord surface ice layer and

00 ft# deeper seawater, is impounded behind the ice shelf. Highly negative 8180 values
__ and high tritiur activity in the low salinity water indicate it is derived primarily

from snow-meltwater. Highly negative 8180 values and high tritium values in a 5-
m-thick basal ice layer in Hobson's Choice Ice Island, which broke off the East
Ward Hunt Ice Shelf in 1982-83, might be evidence that basal accretion from fresh-

_ water flowing out of Disraeli Fjord below the ice shelf occurred prior to the calv-
ing. Using the known chronology of tritium occurrence in precipitation since 1952
and the measured levels in the basal ice, mean basal accretion rates of 96-141 mm
yr-i (water equivalent, w.e.) are calculated. The record of ablation and accumula-
tion at the surface of the East Ward Hunt Ice Shelf for the period 1966-1982 shows
an accumulated loss at the surface of 1.26 m (w.e.) at a mean annual rate of 74 mm
yr-i. Therefore, despite many consecutive warm summers with considerable surface
melting and runoff, the calculated basal accretion exceeds the surface loss and the
ice shelf has increased, or at least maintained, its thickness. The thickening has
been possible because of the feedback system created by the location of the ice
shelf across the mouth of the fjord, the resultant water stratification and the outflow
of freshwater below the ice shelf.

INTRODUCTION certain, but it is noteworthy that it occurred during a period
The north coast of Ellesmere Island in the Canadian High when, according to the nearby Agassiz ice core record, the

Arctic is the location of the most extensive ice shelves in the summers have been the wannest in 1000 years [Koerner and
northern hemisphere. They originated about 3000-4000 Fisher, 1990].
years ago as multiyear landfast sea ice and from the seaward In numerous fjords and embayments where it is known
advance of grounded glaciers, which thickened further by a there were once ice shelves there are now extensive areas of
combination of surface snow and ice accumulation and ba- multiyear landfast sea ice (iLSI) as much as 25 years old
sal accretion of fresh, brackish and sea ice. It is known that and with undeformed thicknesses of 10 m. Structurally the
the ice shelves were once much more extensive than they MLSI comnpries fresh, brackish and sea ice layers which are
are today when only relatively small, individual ice shelves a proxy record of basal ice accretion and sb-ice water salin-
occupy fjords and embayments after a significant period of ity variations, particularly frequent and widespread year-
disintegration this century [Koenig ct al., 1952; Jeifries, round water stratification of low salinity water layers
19871. The causes of the massive disintegration are un- interposed between the base of the MLSI and the underlying

332



&MACE__I=_____ W___the ice shelf, which, acting as a hanging dam, minimized
M 'ALANC OWOO CO N mxg between the freshwater and seawater thereby creat-

marM IC OO ing a perennial layer of low salinity water with a depth
WARD icex am-:': . equivalent to the draft of the ice shelf (Figure 1).

• -:Af Keys [1978] also reported frazil/platelt ice formation in
"'a the freshwater just above the halocline due to supercooling

arm-, by the underlying; seawater, a process called double-
N diffusive ice formation, and suggested that if the freshwater

=. . -was flowing out of Disraeli Fjord below the ice shel, such
ice formation could contribute to basal accretion onto the ice

DISPAWshelf. Past accretion of brackish and sea ice from brackish
____and seawater respectively at the base of the sothern and

western parts of the ice shelf has been confirmed by ice core
analysis [Lyons et al., 1971; Jeffries et al, 1988]. Ice coreFigure L Map of the Wind Hunt Ice Shelf showinig (1) impito evidence for basal ice acrto from freshwater, and by ira-

across the mouth of Dirseli Fjord; (2) the location where waew
samples were obtained from the fjord in May 1982 ard 1983; (3) plication basal freshwater flow, has been found only in the
the area from which Hobson's Choice Ice Island calved in 1982-83 eastern ice shelf [Jeffries et al., 1988,1991].
and the approximate site of ice core 85-10; and (4) the location of Prior to the initiation of annual measurements of surface
the mass balance networks where measurements of surface melting ablation and accumulation in 1966 at mass balance stake
and accumulation have been made since the 1960s. To the west of
Disraeli Fjord the far western pant of the ice shelf is firmly atached networks on the East Ward Hunt Ice Shelf (ligure 1) ther
to the icefield, but between die ice field and the fjord the ice shelf had been a net loss of the order of meters of ice due to melt-
is separated from the sha by a moat. The inset is adiagrammatic ing at the surface since at least the beginning of the 20th
representation of the water stratification in the fjord where a sur- century [Hattersley-Smith and Serson, 1970]. A continued
face layer of low salinity water is d behind the ice shelf
to a depth equivalent of the ie shelf drafL not loss ofice was documented during the 1960s and 1970s,but, in the Absence of any data on basal processes, it was not

known whether the surface measurements were evidence of
seawater [Jeffries and Krouse, 1988; Jeffries et al., 19891. an actual reduction in ice thickness (Hattersley-Smith and
Under these conditions, double-diffusive ice growth pro- Sersoan, 1970;, Serson, 19791. The melting and ice losses at
cesses, i.e., frazih/platelet ice growth in supermcooled low the surface of die Ward Hunt Ice Shelf this century are con-
salinity water layes may lead to basal accretion rates ex- sistent with other records of a mild climatic interval this
ceeding surface ablation rates, i.e., a positive mass balance century in the Canadian High Arctic [e.g., Koerner and
[Jeffries and Kroue, 1988; Jeffries et al., 1989]. Fisher, 19901. As a consequence of the many consecutive

Paradoxically, despite many consecutive warm summers warm summers, ice that had accumulated during previous,
in recent years the MLSI along the north coast of Ellesmere cooler climatic intervals has been lost [Jeffries et al, 1991].
Island has been thickening steadily due to unusual feedback This paper presents evidence for the continued ice shelf-
relationships between the ice and the ocean. This paper induced, permmial stratification of Disraeli Fjord and ex-
presents evidence for a similar phenomenon at the Ward amines the relationship between bottom ice accretion and
Hunt Ice Shelf, the largest remaining ice shelf on the north surface ice losses in order to demonstrate how accretion
coast of Ellesmere Island. from freshwater flowing out of the fjord beneath the ice

shelf might be contributing to the thickening of the ice shelf
BACKGROUND despite the warm summer clmate

The Ward Hunt Ice Shelf has an area of about 440 km2 , a
thickness of 40-50 in and lies across the mouth of Disraeli METHODS
Fjord where it is anchored in place by islands and ice rises In May 1982 and 1983, at a location in Disraeli Fjord
(Figure 1). The ice shelf has been a major source of ice about 5 kin south of the ice shelf (Figure 1), water tem-
islands (tabular icebergs). A massive calving in 1961-62 peratures were measured with reversing thermometers
removed almost 600 km2 of ice, about half the ice shelf attached to a Knudsen bottle, which collected water samples
[Hattersley-Smith, 19631. The most recent calving event for later measurements of salinity, 130/160 ratios and trit-
occurred in 1982-83 when about 40 km3 of ice, including ium activity. In September 1985, a 42-m-long, 100-mm-
Hobson's Choice Ice Island, broke off the East Ward Hunt diameter ice core was obtained from the surface to the base
Ice Shelf (Figure 1) [Jeffries and Seruon, 1983]. of the thickest, shelf ice portion of Hobson's Choice Ice Is-

The ice shelf extends only about 10 km south of the land using a CRREL-type ice coring auger. The Specific
Marvin Islands into Disraeli Fjord (Figure 1). The remainder Electrolytic Conductivity (SEC), 180/160 ratios and tritium
of the 30-kn-long fjord is covered year-round by 2- to 3-m- activity of melted core samples were subsequently meas-
thick multiyear lake ice. The growth of lake ice rather than ured. A full explanation of the history of surface ablation-
sea ice at the fjord surface can be attributed to the extreme accumulation measurements and procedures is given by
stratification in the fjord where >40 in of low salinity water Hatternley-Smith and Serson [19701.
interposed between the thin surface ice and underlying sea- For the fjord samples, the SEC of each water sample was
water was discovered in the 1960s [Hatersley-Smith and measured, followed by the SEC of Studard Seawater (P95),
Serson, 1967; Keys, 1978]. Keys [19781 subsequently con- using a conductivity meter. The practical salinity of the
cluded that meltwater flowing into the fjord from the sur- water samples is based on the ratio (R1) of the sample SEC
rounding land each summer was being impounded behind to that of the Standard Seawater SEC. According to conven-
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tion the salinity values are expressed as pure numbers. For immediately below the 3-m-thick fjord surface ice cover
the ice core samples, the SEC was measured without refer- there is a 41-m-deep layer of low salinity water (salinity
ence to Standard Seawater, since the level of dissolved range, 1.07 to 6.52) with highly negative 8130 values (8180
impurities was too low to express meaningfully as salinity range, -28.7 Ooo to -24.5 Ooo); and (2) a deeper layer of
values. seawater (salinity range, 31.34 to 34.8) with 6110 values

The 1s3/60 ratios were measured using a mass spec- close to zero (6130 range, -3.6 O/o to 0.23 O/oo). Across
trometer. The oxygen isoti composition is expresed as the halodine, within a depth interval of 1 in, from 41 m to
8130, the friactional diffenmce in parts per thousand (per 42 m, salinity increases abruptly from 6.52 to 31.34 and
mil, O/oo) between the isotope abundance ratio (13/160) of 880 increases abuptly from -24.5 0/0o to -3.6 0/o.
the unknown sample and a standard (V-SMOW: Vienna- The highly stratified temperature profile is not illustrated,
Standard Meaw Ocean Water). The measurement accuracy but the minimum temperatures in the low salinity and am-
of the 8180 values is ±0.1 o/00. V-SMOW represents the water layers we -0.520C (41 m) and -1.70C (45 m)
mean oxygen isotopic composition of the world's oceans respectively, and the tempneature decrease across the hal-
and has a 810 value of -0.07 0/o. On the other hand, the ocline is 1.02 0C, from -0.520C (41 in) to -1.540C (42 in).
8130 values of precipitation are considerably more negative The stratification is also evident in the tritium profile; the
than those of seawater. For example, in early June the snow- low salinity layer has very high tritium values, from 127 TU
pack in the study area has a mean 6130 value of -31.3 0/00 to 215 TU, while the seawater layer has relatively low trit-
[Jeffries and Krouse, 1987]. iun values, from 0 TU to 39 TU (Figure 3).

The tritium activity was measured by direct liquid scin- The salinity and 8130 values of the two water layers in
tillation counting without prior enrichmenL Tritium activity Disraeli Fjord show that a layer of freshwater remains
is expressed in Titium Units (TU) where 1 TLJ represents impounded in the fjord behind the ice shelf, interposed be-
one tritium atom per 1018 hydrogen atoms. The measure- tween the fjord surface ice and a deeper layer of seawater.
ment accuracy of the tritium values is ±8 TU. Prior to 1952, The high tritium values and highly negative 8180 values in
precipitation tritium values were in the range 0-25 TU, but the freshwater layer indicate that it is derived primarily from
with the initiation of atnospheric thermonuclear bomb test- snow-meltwater. Since the water samples were obtained
ing in 1952 precipitation tritium values increased two to prior to the onset of snowmelt, the low salinity surface layer
three orders of magnitude, reaching a peak in 1963 [Gat, must be derived from previous years' mekwater runoff.
1980]. Thus, the fjord remains perennially stratified.

LATE WINTER OCEANOGRAPHY BASAL ACCRETION AND SURFACE ABLATION
OF DISRAELI FJORD ON THE EAST WARD HUNT ICE SHELF

The salinity and 6180 profiles (Figure 2) show that water The tritium activity levels and the 8180 values in ice core
in the fjord is highly stratified, with two distinct layers (1) 85-10 from Hobson's Choice Ice Island are illustrated in
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F mgure 2. Salinity and 3110 profiles in Disreli Fjord, May 1963 igure 3. Tritium profile in Disraeli Fjord, May 192 showing
showing the 41-m-deep layer of low salinity water at de mufae of high, aropoenic triiumn levels an the surface low salinty layer
the fjord overlying deeper mwaser. in contrast to the low tritiun levels in the deeper seawater.
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Figure 4. Tritium (left) md 8180 (riSht) pofiles in ice core 85-10 from Hobon's Choice Ice Island-Eut Ward Hunt Ice Shelf. The 5-n-thick
ice layer with high tritium values at the base of tie ice shelf is identified. The cer in the 3180 values is awlbuted t natural vriability.
since the scater far exceeds the measurement sccuracy (*0.1 01o) of each data point.

Figu= 4. From the surface to the base of the shelf ice par- of 141 mm yr 1 (wJe., water equivalent) since 1952 is cal-
tion there ate highly negative 8130 values (mean, -29.6 culamed. Assuming the same ice density, but that the 40 m
oo range -34.2 0/o to -25.7 0/o). Thee are considerable tritium maximum (71 U) represents 1963, when peak

variations in the tritium activity. From the surface to a depth atmospheric tritium values occurred, a minimum mean
of 37 m tritium activity falls within pre-bomb, natural back- annual basal accretion rate of 96 mm yr-. (w.e.) since 1963
ground levels, but the lowermost, 5-m-thick layer has high, is calculated.
anthropogenic levels of tritium, with a peak of 71 TU at 40 The record of ablation and accumulation variations at the
m (FiWre 4a). The SEC values are not illustrated, but they mass balance networks on the East Ward Hunt Ice Shelf
show that all the ke has a very low level of dissolved impur- (Figure 1) for the period 1966-1988 is presented in Figure
ities and a mean salinity <0.01 Of/ [Jeffries et aL, 1988, 5. There have been a few years with a positive balance, but
1991]. these have been far exceeded by the many years of ablation.

The ce core 810 vaues alone are evidence of ice Consequently, there has been a cumulative loss of ice. Be-
derived directly and= r indirectly from precipitation. Struc- tween 1966 and 1982 (the last measurement prior to the
tural analysis of the uppermost 37-m layer has shown that it calving of Hobso's Choice) cumulative losses amounted to
comprises accumulated iced-fun, slush ice and lake ice 1.26 m (we.) with a mean annual ablation rate of 74 mm
resulting from the melting and refreezing of snow [Jeffries yrt.
et al., 1991]. No structural data are available for the
lowermost 5-m ice layer. However, the combination of high DISCUSSION
tritium levels and highly negative 8180 values strongly sug- It is evident that there has been a significant amount of
gems that it accreted at the base of the ice shelf from a layer basal ice accretion on the East Ward Hunt Ice Shelf in
of freshwater, with a significant snow-meltwater corn- recent years. Furthermore, this has occurred as melting has
ponent, flowing below the ice shelf prior to the ice island removed ice from the surface. If it is assumed that the mean
calving in 1982-83. Disraeli Fjord is the most probable annual surface ablation rate (74 mm yrl) calculated in the
freshwater sotre [Jeffries et aL, 1988; 1991]. previous section applies to the entire post-1952 period, then

The high tritium activity indicates the lowermost 5 m of mean annual basal accretion may have exceeded mean
ice must post-date 1952. Assuming a conservative basal ice annual surface ablation by about a factor of 1.9 from 1952
density of 830 kg m-3 and that the ice began to accrete as to 1982; or by a factor of 1.3 from 1963 to 1982. The data
early as 1952, a minimum mean annual basal accretion rate thus suggests that the East Ward Hunt Ice Shelf has actually
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ice. Neither has the amount of ice that has accreted on the
200_ base of the ice shelf been of sufficient volume to make up

for the massive ice losses. Thus, when ice calvings are con-
0sidered, the Ward Hunt Ice Shelf has had a negative mass

balance in ncent years.
Nevertheless, the process of basal accretion of freshwater

400 below an ice shelf during a time of warm summers and
increased meltwa- runoff from the adjacent land issignificant and indicates that the effects of climati ameli-

-400 orations need not be entirely negative at high latitudes.
.,,,0 Viewed from the perspective of global climatic change and

its predicted amplification in the polar regions, the feedback
.0WARD UNT CE SHELF, CUMLATWE situation at the Ward Hunt Ice Shelf and Disraeli Fjord
.75 18 , offers an example of the resilience of the ice-ocean system

70 75 YEAR as 90 in the face of environmental change and demonstrates that
responses will vary according to time and place.

Figure 5. Intu ual vaiations in surface ablation and accunula-
tion, and cumulative Iosa at the m balane networks n the CONCLUSION
East Ward Hut Ice Shelf, 1966-1988. Each point represents the Disraeli Fjord on the north cost of Ellesmere Island in the
mean value of mmuremrna made at a number of alumnum
stake set in the ice. The data re from Hatuley-Smith ad Canadian High Arctic remains highly stratified year-round.
Serson [19701, Serson [1979] nd from my own records. Meltwater runoff from the surrounding catchment is im-

pounded at the fjord surface to a depth of 41 m, roughly
equivalent to the draft of the Ward Hunt Ice Shelf, which

been slowly thickening in recent years despite surface ice lies across the mouth of the fjord. The ice shelf acts as a

losses. However, because the calculated annual rates of hanging dam and minimizes mixing between seawater in the
basal accretion and surface ablation are for unequal time in- fjord and the inflowing meltwater. This unusual example of

tervals, and the basal accretion rates are subject to un- ice-4ocean interaction creates a feedback system in which
certaies, the bl rof as negatie assbe c e o - freshwater flowing out of the fjord contributes to basalcertainties, the p ty of a small negative mss balace accretion on the ice shelf at rates apparently in excess of sur-
caTnot be eliminated. face ablation rates. The paradox of a slowly increasing ice

The possible increase of the ice shelf thicness w a s - shelf thickness during a period of many consecutive warm
cur d during a period of n y consecutive warndmmer, summe demonstrates that (1) responses to the predictedIn a sense, it has been those warmn summers and th re, amiplification of global climatic change at high latitudes
sultant meltwater runoff into Disraeli Fjord that have been amlfctoofgblciaichneatihlttus
the cause of this apparnt raedox of a positive mass bal- may vary temporally and spatially, and (2) for floating ice of
ante during a mild climatic interval The nmoff has been any type, a knowledge of basal processes is absolutely

eduringc a id climticivg iea herf wich acts a necessary if the response of the ice to environmental change
held back behind the surviving ice shelf, which acts as a is to be completely understood. This applies particularly to
hanging dam and reduces mixing between the meltwater and the antarctic ice shelves where the role of basal melting and/
seawater to maintain the perennial water stratification in the or basal accretion in the mass balance of the antarctic ice
fjord. A slow outflow of freshwater below the ice shelf has sheet is almost completely unknown.
then evidently contributed to basal ice accretion.
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The Influence of the Hydrologic Cycle
on the Extent of Sea Ice with Climatic Implications

K. G. Dean and J. P. Gosink
Geophysical Institute, University of Alaska Fairbanks, Fairbanks. Alaska, U SA.

T. Weingartner and D. Musgrave
Institute of Marine Science, University of Alaska Fairbanks, Fairbanks. Alaska, U.SA.

ABSTRACT
Analysis techniques and models are being developed to provide a basis to inves-

tigate the role of the hydrologic cycle on the extent of sea ice throughout the Arctic
Basin and hence its net influence on regional as well as global climate. A predicted
global climatic warming may have a pronounced effect on the Arctic environment
including a decrease in the extent of sea ice. This will affect the fluxes of heat and
moisture transfenred from the ocean to the atmosphere in the region, as well as the
arctic marine ecosystem. Rivers are an important source of thermal energy and
fresh water to this marine environment. The magnitude of the influence of the rivers
is being assessed in a limited region offshore of Alaska and Canada (Mackenzie
River). This region was chosen for logistical reasons and because of the availability
of supporting field data.

Two numerical models are being developed to assess the effect of the hydrologic
cycle on the break-up and formation of sea ice, and to evaluate the associated heat
and moisture fluxes at the atmosphere-ocean-sea ice interface. A break-up model
will simulate the river discharge as a fresh water plume which provides sensible
heat to the nearshore sea ice-ocean environment, and affects the radiation budget of
the sea ice by significantly altering its albedo. The second model is a mixed-layer
model of the oceanic salinity-temperature regime to predict the initial formation of
the sea ice cover as a function of late summer oceanic stratification and autumn
meteorological conditions.

Satellite imagery, hydrologic field measurements and meteorological data will
be used for the calibration and testing of the models. The satellite imagery provides
information on the extent of sea ice, its rate of reureat, surface temperature of ice
and river discharge, ice and water albedo and the trajectory of the discharge plume.
Hydrologic data include discharge rates, water temperature, concentration of sus-
pended sediments and salinity. Meteorological data include air temperature, humid-
ity, solar energy, wind velocity and wind direction. After calibration, it is expected
that the models will provide a useful tool for the assessment of the effect of extrap-
olated changes in hydrologic regime upon the coastal regions of the Arctic.
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Water Mass Formation at High Latitudes

S. Hakkinen and G. L. Mellor
Princeton University, Princeton, New Jersey. U.SA.

ABSTRACT
Water mass formation in the high latitude ocean is studied using a three-

dimensional, coupled ice-ocean model and the Mellor-Yanada 2.5 level tur-
bulence closure scheme. The snow-ice system is represented by a 3-level model.
The coupled model is forced by specified strong winds and surface cooling.

In the Greenland Sea marginal ice zone, convection can take place via ice edge
upwelling, which can bring warm and saline waters to the surface. Influence of the
ice cover and of the topography in pre-conditioning and selecting the location of
deep convection are found to be relevant In ice-covered areas such as in the Eur-
asian Basin, the upwelling type of ventilation of deeper water masses is not possible
even though its deep water renewal rate is comparable to the Greenland Sea
renewal rates. Here, two other deep water sources and their relative importance are
considered: the effect of eddies separating from the West Spitsbergen Current and
the effect of salty shelf waters.
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Tracing Upper Waters in the Arctic Ocean
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oSTRACT
We report results from the 1987 F.S. Polarstern cruise to the Nansen Basin that

begin to address questions regarding how global climate change might affect the
- Arctic. Before the effects of global change can be assessed, the sources of upper

t- - waters must be determined and their circulation patterns mapped. In surface water,
___ mtotal carbonate concentrations distinguish between a northern fresh water com-

m - ponent, whose origin is river runoff, and a southern freshwater component, whose
origin is sea ice ueltwater. Below the surface layer, the halocline in the Nansen

__ Basin has the same unique nitrate-oxygen characteristic, "NO," as the lower halo-
cline in more central regions. The earlier speculation that this water forms in the
Barents-Kara Sea region is confirmed. We hypothesize that some of this water
must flow east and north from this region to central regions, eventually following
the Polar branch of the Transpolar Drift and exiting through Fram Strait. Some can
be traced in a general way flowing west directly to Fram Strait where the Polar and
Siberian branches meet and flow into the Norwegian-Greenland Sea.

INTRODUCTION must improve our understanding of the Arctic Ocean
In one impornt scenario, the Arctic Ocean could play a hydrography.rolein loba clmatechage trouh chnge in ivs watrhe Arctic Ocean, in contrast to most world oces, doesrole in global climate change through changes in frh wate not hv lare open borders for easy exchange of water with

outflow that would change global thennohaline circulation nth goaI ocean (Figure r). Its main exchange with other
by influencing deep convection in the North Atlantic oceans is through Fram Strait, where water of Atlantic oe-

[Aagaard and Carmackr, 1989]. Many oceFanogrsi ohFapher Stat whr wa of Atani on-believe, howver thna 1whi ]. th Mrti an o¢ ~i i gin flows in and Arctic Ocean water flows ot. n addition,
believe, however, that while the Arctic Ocean climate will som surface water of Pacific origin enters through Bering
be driven by global changes, the Athtic Ocean itself will nmt Strait over a very shallow sill and some Arctic Ocean Sur-
have a major influence on global climate. Given the large face Water exits through the Canadian Archipelago.
changes predicted in the Arctic regions by global simula- A second critical characteristic of the Arctic Ocean is its
tions [e.g., Hansen et al., 1988] and how these changes will ice cover, more or less constant in central regions and sea-
affect large and economically important areas surounding sonal near the coasts. River runoff is particularly significant
the Arctic Ocean, the problem of Arctic climate change is in the formation of this ice, Without this source of fresh
significanL water, the Arctic Ocean ice cover could be much reduced

The major questions for the Arctic Ocea ame: What pro- [e.g., Stigebrandt, 19811. Ice formation and transport we
ceases contribute to its present cold and dry climate and how closely intertwined with heat and salt budgets, which are a
might a changing climate affect these processes? We are just major factor in driving ocean circulation and hence in deter-
beginning to address the first question and so far can only mining of climate. In an open Arctic Ocean, heat and mois-
speculate on the second. Before we can predict (via models) ture fluxes that am now impeded by ice cover would almost
what changes may occur as a result of global processes, we certainly occur on a considerable scale.
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A third critical characteristic of the Arctic Ocean is its
density structure. Fresh wate from rivers and brune pro-
duction during ice formation over the continental shelves
play a larg role in determining the density structure The-
continental shelves are unusually large for an ocean basin,
comprising about one-third of the total are of the Arctic '

Ocean and including nearly all of the area that undergoes 4
seasonal variation in ice cove. Shelf processes produce the
strog density gradient and many of the chiemical character-
istics of the upper waters of Arctic Ocean. Shelves are one -

of the dominating influences on the climate of the Arctic
Ocean. There is, for examnple, enough heat in the relativelyIB
warm Atlantic layer under the halocline to melt the surflace
ice, but this water is isolated from the surface by the strong ..

density gradient which prevents such mixing./

RESULTS AND DISCUSSION__ _ _ _ _ _ _ _ _ _ _

The water mass characteristics of the upper waters of theUS US . U. 4S M

central Arctic Ocean (above 700 mn) have been described by krLTenrsuv.saitytdeCEAIcCmplfr
several authors [eg., Kinney et al, 1970; Moore et al., Ja 2t Tenperamr 1996 sawity u sth ok typAR ical Un k-f
1983; Jones and Anderson, 1986; Anderson et al., 1990] and -n aridrsnit 1986ile wixthe entra AsI Pc5 a ter-
are briefly summarized as follows. In the central Arctic Welingad Lewis, 1982. Hihvalues of total carbonate firm
Ocean near the North Pole in the Amundsen and Makarov river runoff we assccited widoh surface layer. The rntent

nazwna (silicate, phosphaie, nitrate, carbonste) arid oye ii
Basins and in the Canada Basin, these waters can be divided - uascae ihte qprhlciea I3. an
into a surface mixed layer, upper halocline water, lower hal- NO inininu is asiociaWe with S - 34.2- Relatively high tem-
ocline, water and the Atlantic layer (Figur 2). perarores characterize the Atlantic layer.

The origins of the water in the surface mixed layer have
not been ascertained unmiuul.From ice drift pattrns;
we presume the surface mixed layer in much of the central tic water mixed with sea ice meitwater ad river runoff
region to be water fromn the Bering Sea (ultimatey of [Rtudels, 1989]. Where the boundary lies between these has
Pacific origin) that contains sea iwe meltwater ad rinoff nam yet been determined. The upper halocline water in con-
from Siberian rivers. On the Eurasian aide, especially in the tral regions is als of Pacific origin but modified in the
Hansen Basin, the surface mixed layer likely contains Adlan- Chukchi-East Siberian-LapteV Sea region [Jones and
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Anderson, 1986]. It has a prominent nutrient maximum at a our investigation area. This also means that the surface
salinity of 33.1. The lower halocline water, of Atlantic ori- water south of 84ON-85ON in our section is of rather local
gin modified in the Brm t-Ka-Lapev Sea region [Jones origin, formed from Atlantic water passing through Barents
and Anderson, 1986], has a salinity near 34.2 and is iden- Sea and mixing with sea ice melt water in the northern Bar-
tiffed by a minimum in NO. The Atlantic layer is identified ents Sea and southern Nansen Basin. It is also possible that
by a temperature maximum ranging from above 20C along Atlantic water, while mixing with sea ice melt water, pen-
the northern Barents Sea shelf break to values near 0.50C in etrates into the Kara Sea and then enters the Nansen Basin
the central Arctic Ocean. This temperature maximum pat- without mixing with any river runoff.
tern has been explained by the cyclonic circulation of the The two minima in the NO section near a depth of 150 m
Atlantic layer with the loss of heat to waters above and have very nearly the same concentrations and am therefore
below within the Arctic Ocean [e.g. Aagaard et al., 1985]. treated as being pat of the same water mass. This minimum

The surface layer circulation has been inferred from NO water mass is spread further to the south than the high
tracking ice drift [e.g., Colony and Thomdike, 1984]. The total carbonate surface layer. The minimum NO values,
sea ice drift pattern clearly resolves two general features: a about 400 mM, found in this water mass are very close to
large anticyclonic gyre over the Canadian Basin (the Beau- those of the lower halocline at ice station CESAR, [Jones
fort gyre), and the Transpolar Drift, which begins in the and Anderson, 1986]. Jones and Anderson [1986] hypoth-
Beaufort gyre, crosses over the North Pole, and leads into esized that the lower halocline water is formed in the Bar-
Fram Strait [e.g.. Gordienko and Laktionov, 1969; Colony ents and Kms Seas, distinguishing it from the upper
and Thorudike, 1984; Pfirman et al., 1989]. Below the sur- halocline water which is formed in the Chukchi and East
face layer, we have a moderately good idea of where the Siberian Seas.
water comes from but we know only vaguely how it moves Our findings in the Nansen Basin are consistent with the
[e.g., Moore et aL, 1983; Perkin and Lewis, 1984; Aagaard hypothesis regarding the formation areas for the upper and
et al., 1985; Jones and Anderson, 1986]. lower halocline water in two respects [Jones and Anderson,

The circulation of the surface and upper waters of the 1986]. First, - iw NO water is found more to the south
Arctic Ocean can be traced using the differing chemical con- and through a much larger part of the section than is the
stituents and concentrations in the water masses themselves. water containing significant river runoff. This indicates that
Measurements of chemical constituents in the Arctic Ocean at least pan of the formation area is limited to a region of
using modern techniques have been obtained from ice the Barents and Kam Seas where no river runoff signal
camps [eg.. Moore et al., 1983; Jones and Anderson, 1986; exists. Second, there was no sign of any nutrient maximum
Anderson and Swift, 19901. In 1987, the German icebreaker, in water with salinity near 33.1, the indicator of the upper
F.S. Polarsnte, completed the first full depth, multi-tracer halocline water, at any station in the Nan Basin section.
oceanographic section across the Nansen Basin in the Arctic This observation together with the presence of upper hal-
Ocean [Anderson et al., 1989]. These ice camp and ice- ocline water in the Beaufort gyre [Kinney et aL, 1970,
breaker measurements form the basis of the following Moore et aL, 1983; Jones and Anderson, 1986] and in the
discussion. western part of Fram Strait [Anderson and Dyrssen, 19811

The distributions of temperature, salinity, total carbonate denotes a merging of two branches of the Transpolar Drift
(normalized to a salinity of 35 in order to remove effects The existence of these branches is not readily apparent from
due to salinity changes, C(35) = 35CVS), and NO are shown sea ice drift in the surface water, which shows a fairly mui-
in sections of the upper 500 meters along the most easterly form general flow towards Fram Strait [Colony and Thorn-
stations of the cruise rack (Figure 3). NO is a conservative dike, 1984], although earlier work [Gordienko and
property defined by Broecker [1974] as being the sm of the Laktionov, 1969] suggested various branches feeding into
oxygen concentration and nine times nitrate concentration the Transpolwr Drift just north of Fram Strait.
(NO = [02] + 90[NO 3-). The temperature section shows the The absence of any sig of water with a nutrient maxi-
near-freezing surface water and the warm coe of inflowing mum at a salinity nea 33.1 shows that the upper halocline
water of Atlantic origin. These same features ae also water in the Beaufort gyre and the flow of upper halocline
reflected in the salinity section. The normalized total car- water towards Fram Strait occur to the north of the Nansen
bonate shows a general tendency of increasing values from Basin section. This is a further indication that the upper hal-
the south to the north, with a distinct maximum in the north- ocline water is formed well to the east of this region, likely,
ern surface water. The NO section shows a general trend of as earlier postulated, in the Chukchi-East Siberian Sea
decreasing values towards the surface. Superimposed on the region. Since the Nansen Basin section did not extend far
general trend are two NO minima around 150 meters depth enough north to detect the upper halocline water, a clear
north of 83ON-84 N. boundary cannot be specified. One can suggest, however,

The high normalized total carbonate values to the north that the boundary is in the region somewhat to the north of
of the section can only be explained by inputs of Siberian the Nansen-Gakkel Ridge, since even though the Nansen-
river water [Anderson and Dyrssen, 1981; Anderson et al., Gakkel Ridgerises only to a depth of about 3000 m. there is
1990]. These higher values ae an indication that the Trans- evidence that the currents above it up to the surface are bath-
polar Drift describes the flow of the surface water below the ymetrically driven [Anderson et al., 1989].
ice layer and that it includes Siberian river runoff as the The absence of water with low NO south of station 340
main fresh water soure. Furthermore, the lower total car- can be explained by the flow of thiq water from the forma-
bonate concentrations south of 844N-850N indicate that the tion area. The water in the Barents Sea that would form the
river runoff into the Kara Sea (and to a lesser degree also lower halocline water of the central Arctic Ocean does not
into the Barents Sea) enters the Nansen Basin well east of exit north between Svalbard and Franz Josef Land, but
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flows to the cast towards the Kara Sea. This picture is con-
sistent with the conclusions by Midunm [1985] who showed , NO
that the cooied, high salinity bottom water in the eastern
Barents Sea moves eastward into the Km Sea and further to " 2
the north along the Saint Ama Trough. At some stage, there
must be a division in the sub-surface low NO water. Some 4

low NO water would flow east andAor north with the Atlan-
tic layer to coincide with the Transpolar Drift and the anti-
cyclonic Beaufort Sea gyre This Beaufort Sea gyre low NO
water in fact distinguishes the lower halocline water
observed at the CESAR and LOREX ice camps in the cen-
tral Aretic Ocean and is separated from the surface layer by
the upper halocline watr. Some low NO water with S =
34.4 appears to flow west to follow the Transpolar Drift "79
immediately under the surface layer.

Low NO waters with both salinities were observed in
Fram Strait in a section near 81*N taken during the MIZEX
84 where they come together and flow out in the East
Greenland Current. The observation in northern Fram Strait
of low NO water from two sources is consistent with the
view of the origin and flow of low NO water described
above. The flow pattern of low NO water with S = 34.4 is Figure S. Water from the upper halocline (idicated by the silicate
illustrated by a plot of NO values along the 34.4 salinity sur- maximum on the S = 33.1 salinity surface) md de lower halocline
face in south western Nansen Basin (Figure 4). As the daf (bdicated by the NO minimum on the S = 34.2 salinity surface.

are sparse, the shape of the isolines cannot be taken as more
than an indication of the current pattern, but the general pic-
ture is consistent with the ice drift in this region. The flow
of the upper and lower halocline water from the central Arc- ACKNOWLEDGMENTS
tic Ocean, as traced by a silicate maximum on the S = 33.1 We wish to acknowledge the scientific personnel and
surface and a NO minimum on the S - 34.2 surface, occurs crew of F.S. Polarstern for valuable cooperation during the
on the western side of Fram Strait (Figure 5). While the ARKT7S IV/3 expedition and personnel at the Alfred
chemical signals for these water masses are clear, exactly Wegener Institute for Polar and Marine Research for addi-
how the water arrives at Fram Strait from the central Arctic tional logistic support. L.G.A. acknowledges the Swedish
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' ABSTRACT
The spectral task on the eigen oscillations of the Arctic Ocean level was solved

using numerical integration of tidal Laplace equations without friction as the non-
stationary boundary-value problem. The adiabatic conditions were prescribed at the
boundaries. Free oscillations were induced by an arbitrary initial perturbation in the
level field.

The spectra of free oscillations of the Arctic Ocean have significant maxima of
spectral density at the periods of 30.38, 23.70, 17.30, 13.91, 12.55, 11.03, and 8.10
hours. The zoning of the Arctic Ocean was made on the basis of differences in the
spectra of free oscillations in some of its areas, the results of zoning being con-
sistent with common representations of the geographical subdivision of the Arctic
Ocean into basins, seas, and bays. The possibility of resonance amplification of
shelf waves and double Kelvin waves in the areas with significant bottom topog-
raphy irregularities was revealed. The resonance nature of the surge level oscilla-
tions caused by rapidly shifting cyclones was proven. The experimental studies
confirmed the hypothesis of the resonance mechanism of tidal motions in the mar-
ginal seas of the Arctic Ocean.

Many studies have been made of the free surface posi- of the level oscillations in the synoptical frequency range.
tions of the Arctic Ocean (AO). At present the level regimes The suggestion of the coincidence of free oscillation periods
of many coastal areas are sufficiently well studied; for some with the components of tide-generating forces allowed Far-
regions methods have been developed for calculating in rell [1874 to explain the observed distribution of semi-
advance and forecasting fluctuations of the level induced by diurnal tides in the North Atlantic, and Harris [1904] to con-
tides and storm surges. The results of these methods, how- strct a cotidal map of the World Ocean tides. The periods
ever, do not always allow us to explain and hence predict of eigen oscillations calculated by different methods for the
the anomalous oscillations of the level, to reveal the nature systems of the Atlantic-Indian oceans [Platzman, 19781, the
of level regimes differing in various AO areas. We will Fundy-Man Gulfs [Garret, 1974], the Ligurian Sea [Papa,
attempt to answer many unsolved questions using a res- 19771, the entire World Ocean [Platzman, 1978; Goflib and
onance hypothesis of excitation of level fluctuations at some Kagan, 1981] (without the Arctic Ocean) indicate possible
frequencies of the real spectrum. support for the ideas of Farrell. Thus the determination of

The process of generation of motions in the ocean by an the periods of eigen oscillations of the Arctic Ocean will
external force can be defined as ai effect of a complex forc- probably allow us to explain the nature of some features of
ing on the system with many degrees of freedom. The ocean the level dynamics in the region to better understand the
response to this disturbance can be represented as a super- physics of tidal- and surge-induced oscillations of the level.
position of free and forced fluctuations with which coin- To calculate the eigen oscillations of the North European
cidence or closeness of resonance occus. For instance, and Arctic Basins with the marginal seas we used the
Adams and Buchwald [1969], Garret [1974], and Robinson method developed by Papa [1977] and Gotlib and Kagan
(1964] indicated the posibility of an increase in resonance [1981].
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Let us consider this approach with those changes which
have been made taking into account the specific task for the Nik (t+At) = Wik (t) + LhNi,k (tAt +
area under study.

For the case when the eigen oscillations in the basin are
excited by an arbitrary perturbation in the absence of fric- L2(t) -- + L (t) -t-
tion forces, the following equation system and boundary 2 6
conditions can be applied:

av where At is the time step. The inequality

at At5 r3- Ax (2gHmax) "1/2

V 'S 1 =0 , dS2=0 (2) 2

is a sufficient condition for the stability of this scheme,
NV =0 = (3) where Hmax is maximum ocean depth.

t=0= The time step for the model of the Arctic Ocean was
150 s. The initial conditions of the task are fulfilled by pre-

where NV is a vector function with comments 640; 00 scribing an arbitrary disturbance in the fields of flux and
is the initial disturbance in the flux field u = (uv) and free level. The quantity of numerical values of the level used to
ocean surface C; obtain the spectra of free oscillations in the Arctic Ocean

was 1000, with a one-hour interval. The numerical spectra

L = _(f'k x g(H+C)V) of the ocean eigen oscillations are constructed for 147 points

v 0 of the area. Some points are at coastal level recording sta-

where H is the non-disturbed sea depth, V.is4he Hamil-
tonian operator, f is the coriolis parameter, k , n are single
vectors, directed respectively vertically upward and along
the normal toward the solid contour Si of the area under T Kara Chukchi Arctic No. Europ.
consideration, and S2 is the open ocean boundary. The con- Sea Sea Basin Basin
dition of the level at the open boundary being equal to zero, hours 77.270 N 68.08°N 88.1 IN 74.00°N
assuming adiabatic processes inside the area, also signifies 82.100E 172.300W 30.00°E 7.200E
the existence of a zero amplitude line at the open boundary
for all free oscillations in the basin under study. This condi- 30A8 0.05 0.20
tion leads to the loss of the low-frequency spectrum range of 29.09 0.10 0.06
free oscillations, which should be present in the investigated 26.67 0.0623.70 0.10 0.45
basin as an element of the World Ocean. 21.33 0.11

To solve equations 1-3 numerically, the AO water area 20.65 1.00 0.59
on the stereographic projection map was covered by a grid 1939 0.32
with constant steps along the X and Y coordinate axes of 18.82 0.07
55,555 m. 17.78 0.16

The u, v, C variables were calculated in point with a spac- 17.30 0.08 1.00
ing of a half grid step (Richardson grid). Spatial derivatives 16.84 0.65
of the system (1) were substituted by central finite- 16A1 0.25 0.07
difference analogs. To preserve the antisymmetry property 14.88 0.15

for a finite-difference analog Lh of the operator L, the terms 14.95 0.20

containing the Coriolis parameter were approximated by 12.80 0.05
averaging four neighboring points with weights f/(H+Q). For 12.55 0.23
example, in u-point for v-component of u-vector the value is 11.64 0.18
taken of the type 11.43 0.05

11.03 1.00
4 Ho+ "f 10.85 0.86 1.00

vo =" (I + L ')vi 10.32 0.05
i1l Hi+Ci fo 10.00 0.24 0.20

9.41 0.08
9.28 0.06

To decrease dissipation of the numerical scheme in the 9.01 0.05
work of Gottlib and Kagan [1981] it is suggested that, when 8.65 0.75 0.09
substituting those terms which contain time derivatives by a 8.53 0.25
difference analog, that four rather than two expansion terms 7.53 0.11
be used in the Taylor series of values. Substituting the time
derivations with a difference analog in equation I we obtain Table 1. Periods M of the eigen oscillations of sea level in the
the difference scheme Arctic Oceam with the relative amplitude V(hhnax)?0.05.
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tions, 67 points for a regular network covering the ocean of the level oscillation amplitude in a given point to the root
area with a 400-km interval, and the rest of the spectra char- square one for the entire ocean) at the frequencies near the
acterize two polygons of different scales in regions with sig- frequency of the main moon semi-diurnal wave M2 have
nificant irregularities of sea bottom topography. many common features. First of all, there are amphidromic

Analysis of the spectra indicated that each of the aras, systems in the Canadian Arctic, Spitsbergen area, the White,
along with free oscillation modes common for the entire Kara, Laptev, East Siberian and Chukchi seas. The agree-
ocean, has its own characteristic frequencies. The collected ment of relative amplitudes in some of the areas is also
data allowed us to divide the Arctic Ocean area into zones noted.
according to this feature. More generally, zones with similar It is interesting to note that in Figures 1 and 2 there are
free oscillation characteristics coincided with geographical some significant differences not only in the character of
subdivisions of the AO (basins, seas, bays). This is quite wave propagation, but also in the values of relative ampli-
understandable, as eigen frequency oscillations are governed tudes with a comparatively small difference in the periods of
by bottom topography, coastal configurations, and basin free oscillations (only 0.24 h).
dimensions. It appears that a resonance is possible in or close to these

Among significant energy modes common for all ocean frequencies. Let us attempt to analyze the degree of close-
areas one can single out the oscillations with 30.48 h, 23.70 ness of different AO areas to the resonance at some fre-
h, 20.65 h, 17.30 h, 13.91 h, 12.55 h, 11.03 h, 8.10 h. quencies. As an example, Table 2 gives relative amplitudes

Table 1 gives characteristics of the spectrum of free level (or coefficients of amplification) of those places where
oscillations for various AO regions. It follows that for the observations of well-pronounced tides have been made.
North European Basin the mode with the oscillation period As can be seen from Table 2, in a semi-diurnal frequency
of 17.30 h is the main one in terms of energy; for the Kara band for all denoted areas, amplification of oscillations is
sea, 20.65 h; for the Chukchi Sea, 10.32 h; and for the Arc- characteristic. In some cases this amplitude is of resonance
tic Basin, 11.03 h. character, as the amplitudes at closer frequencies differ

In a semi-diurnal band of frequency spectra for most of more than ten times. It should be mentioned that the calcula-
the arctic seas the energy contributions of oscillations with tions, being to a large externt idealized, did not take into
periods from 11.03 h to 12.80 h are small. account friction forces. However, as shown in Table 2, the

In the frequency domain near the diurnal harmonics of model results allow us with known approximation to deter-
the tidal potential, the most pronounced are the modes with mine the features of the level oscillations regime in different
periods of 20.65 h and 23.70 h. The energy of these oscila- AO areas, or to predict them in the areas with observation
tions for all areas of the AO except the North European gaps.
Basin is also insignificant. As can be seen from Tables 1 and 2, the eigen fre-

Spatial structures of the level fields reflect two eigen quencies of the AO on the whole are far from the fre-
oscillation modes close to a semi-diurnal period, presented quencies of the main harmonics of the tidal potential. For
in Figures 1 and 2. For comparison, Figure 3 shows the example, the frequencies close to the frequency of a diurnal
scheme of propagation of the M2 tidal wave in the AO, cal- tide in the seas of the Siberian shelf are characterized by
culated by the linear model anti-resonance conditions. Possibly due to this, with other

conditions being the same, diurnal tidal level oscillations are

+ f g(H+)V r- II (4) actually not observed anywhere in the AO.
"+fuf-HC)V-The description of the ocean level oscillations in the

vicinity of areas with significant depth variations was con-

structed on the basis of analysis of spatial-temporal spectra
(5) of computed series of free level oscillations in the points

21+ divt 0, forming the polygons in the area of the Lomonosov Ridge
and the land slope of the Laptev Sea. As an example, Figure
4 shows the section of a spatial-temporal section by the
plane of wave numbers at the 643-h period in the land slope

u--ltI5S =0, Cl s2 =(x,y,t), (6) area. It can be seen that the wave energy is trasferred in the
direction of more dense isolines of the relative eddy f/H,
leading to the relative isolation of the shelf and deep sea.

(ii~j"-0I= j 0 -2wsinEp) The multi-mode structure of the wave field can be seen in

-sin 0 (7 the presence of two maxima of spectral density, cor-
responding to the waves with 690- and 505-kn lengths.
Usually such patterns of wave energy transfer are attributed

The denotations are the same. to the shelf wave propagation. The spectral analysis of the
The solution obtained for equations 4-7 for a semi- series of free oscillations in the Lomonosov Ridge area

diurnal tide in the AO (Figure 3) induced by the Atlantic showed the existence of Kelvin double waves. This result
Ocean was compared with the observation data from 94 suggests that resonance is one of the possible mechanisms
points. Mean absolute error in the calculation of the wave of generation and amplification of long waves in the areas
amplitude M2 was 4 cn, and that of the phase was 30 of significant bottom topography irregularities.
degrees. The estimates obtained for the periods of free level oscil-

It can be seen from conmison of Figures 1, 2 and 3 that lations in the marginal seas of the Siberian shelf were used
the schemes of cotidal lines and relative isoamplitudes (ratio in the studies of the role of resonance in the excitation of
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Periods Mezensky Baydaratskaya Hatangski Novosibirskie Wrangel
hours Guba Guba Gulf Island Island

26.67 82 13.5 1.1 1.5 1.4
23.70 6.4 19.1 0.1 0.1 0.7
22.86 16.0 27.3 0.8 0.3 0.6
21.33 29.8 11.3 0.2 0.4 1.8
15.24 1.1 5.4 6.0 14.8 3.3
13.91 3.8 0.7 11.4 4.6 2.0
13.62 2.3 1.0 11.6 5.0 2.7
12.80 4.8 5.3 3.9 6.3 0.9
12.55 0.3 3.0 1.0 2.9 0.9
12.31 8.9 4.9 5.6 1.6 2.4
11.64 2.7 4.0 2.0 6.2 2.7
11.03 9.6 10.2 5.8 6.9 0.8
7.20 5.6 1.0 0.1 5.1 1.3

Table 2. Coefficients of amplification eigen oscillations of sea level of the Arctic Ocean.

significant surge oscillations. An analytical solution of the
task on storm surges in a one-dimensional channel of con-
stant depth, given by Murty [1984], was used, as well as a

a) /numerical solution of the Wk (1)-(2) with an undisturbed
initial state of the vector Wand addition to the right-hand
side of equation (1) of the forcing vector, presented as a
superposition of the simplest harmonic components.

The study indicated that surge oscillations can be the
result of a resonance energy transfer from rapidly shifting

'- -r'a cyclones. Also, when the cyclone speed coincides with the
velocity of propagation of free long waves on the shelf, the
wave field is formed by a small number of level oscillation
harmonics and the main surge maximum can be the result of
seiche oscillations.

Stationary deep cyclones generate surges having complex
polymodal soucture. The values of amplitudes of forced
level oscillations are mainly governed by the intensity of

PM __v., )dynamic atmospheric processes. The atmospheric effect on
the ocean in these siuatons can lead to the formation of

•24W, local sources of resonance amplification of level
~ / oscillations.

4,04 sZA The comparison of calculated and experimental data with4,0.0 the character of level surface changes at the shelf of the arc-
,, tic seas is made from the results of polygon observations of

USSR ,f, the level variations in the Chukchi Sea in summer of 1988.
The map of the distribution of the spectral density of level
oscillations for a 12.5-h period (Figure 4) fully confirms the

Nconclusion based on numerical computations about the loca-
,o _tion of the center of the amphidromic system of the AO

eigen vector with a 12.55-h period in the area point 3. The

Figure 4. (a) The section of a s&aI-a spectrum by the estimates of spatial-temporal spectra of synchronous pans
plane of wave nunbes for the 64.3-h period for the laptev Sea of level series allowed us to obtain data on the direction of
slope area. The normalized spectral value 1.0 is equivalent to 10 shifting of long-wave formations (denoted by arrows in Fig-
c2 hrI. The direction along the slope is parallel to the X-axis.
The croses omsud to the poims of mctral deity nxim ure 4). These results are also in good agreement with the
(b) The oscillations sr gal density for a 12.5-h existing understandig of the dynamics of free long waves
period. Chukhi Se, July-August 1988. Th positions of s level in the area under study. In addition, a known hypothesis of
oscillation gauge we shown bydow. The arrows show the direc-
tion of M2 am wave pr on. The figures nea the foot of the the resonance nature of the semidiurnal tides in the Chukchi
arows are wave phase velocities, an r. Sea is experimentally confirmed.
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Transport of Atmospheric COi to the Bottom Water of the Weddell Sea

L. G. Anderson
Dept. of Analytical and Marine Chemistry. University of Goteborg and Chalmers University of Technology, Goteborg. Sweden

ABSTRACT
Production of bottom water in the Weddell Sea mainly occurs as a result of pro-

cesses taking place on the large shelf areas in the south/southwest. Water with
increased salinity is formed during the production and aging of sea ice. Over the
southern shelf, this water sinks toward the bottom and, due to the topography, part
of it flows southward in under the ice shelf. Here it exchanges heat with the shelf
ice resulting in both melting of shelf ice and freezing of seawater, the net result
being a decrease in both salinity and temperature of the seawater, commonly noted
as Ice Shelf Water (ISW). The ISW flows at some locations, due to topography,
northward into the deep Weddell Sea, where it mixes with surrounding waters and
interleaves at the resulting density surface. Much of the resulting waters have high
enough density to reach all the way to the bottom.

The atmospheric C02 reaching the bottom water is thus incorporated in the sur-
face water prior to sea ice production, that is during the productive season. The pro-
duction decreases the partial pressure of CO2 which drives a flux from the
atmosphere into the surface water. The organic matter leaves the surface layer and
decays mainly on the sediment surface and in deeper waters.

Data from the Swedish Antarctic Project (SWEDARP) 1988/89 will be pre-
sented covering four sections across the shelf break as well as from stations in the
Filchner depression, down to the ice shelf. Total carbonate, including the dissolved
atmospheric C02, will be affected by several biogeochemical processes during the
transport from the surface down into the deep Weddell Sea. Total carbonate is
therefore corrected for biological production and decay using oxygen, and for cal-
cium carbonate precipitation and dissolution by total alkalinity and calcium. The
resultant corrected total carbonate (C-con') clearly shows the increased atmos-
pheric C02 concentration with time. The increase of Ct-corr in the ISW compared
to the pre-industrialized Warm Deep Water indicates the saturation degree of the
surface water to be close to 100% when it was shielded from the atmosphere. A
potential temperature versus Crcorr diagram verified the mixing pattern of the dif-
ferent water masses in the area.
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On Small Climatic Effects of Air Invasion in Polar Regions:
The Influence on Atmospheric Pressure and Heat Flux

L P. Semiletov
Pacific Oceanological Institute, Far Eastern Branch, Academy of Sciences of the US.S.R., Vladivostok, U.S.S.R.

ABSTRACT
The possibility of decreasing atmospheric pressure by air invasion in the down-

welling zone of the ocean is discussed. The boundary condition for the solution of
the baric tendency equation on the atmosphere-ocean interface is derived. It is
shown that atmospheric pressure may decrease about 0.1-10 Pa day-I for gas inva-
sion and downweling rates of 0.001-0.1 cm c-1, due to active gas-water exchange
without regard for heat and water vapor transfer. This calculation was based on a
model of the diffusion boundary layer. It was used for the total solution of the baric
tendency equation. These estimates were made for the region of formation of Ant-
arctic Bottom Water. This factor, with regard to the quasi-stationary condition of
the process, provides a significant contribution to the formation of atmospheric
depressions, sub-antarctic depressions and some depressions in high latitudes of
both hemispheres.

The heat effect of N2, 02 and CO2 solutions in polar sea regions is considered. It
is shown that, for example, the heat flux with CO2 solution (-20 mol m-2 yr-i) cor-
responds to 12 Cal cm- 2 year. This flux and the flux from the earth's interior (-47
Cal cm-2 yr-1) are the same order of magnitude. In winter, this factor is one positive
member of the heat balance for the polar surface layers.
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Determination of Net Atmospheric Heat Transfer, Ice Production, and Salt Rejection
from the Chukchi Polynya Using AVHRR Thermal Imagery

J. E. Groves and W. J. Stringer
Geophysical Insdttwe, Univers'ty of Alaska Fairbank, Fairbanks, Alaska, U.S.A.

/
'JABSTRACT

Digital analysis of AVHRR (Advanced Very High Resolution Radiome-r) ther-
mal infrared band imagery has yielded sea ice surface temperatures which were
used to calculate daily net surface heat loss and accompanying ice production and
salt rejection from strips of thin ice within the Chukchi Polynya. These results are
in agreement with published estimates of heat loss, ice production and salt rejection

from the open water surface of the St Lawrence Island polynya and of Whaler's
Bay north of Svalbard and from thin ice in the central Arctic.

INTRODUCTION through upward advection of heat by upwelling. Smith et al
Polynyas are mesoscal aeas of open water or thin ice in [1990] identify those polynyas which farm off south-facing

sea i-covered regions. Although polynyas cover only 3-4 coasts in the Bering and Chukchi Seas as latent heat
percent of the surface area of the Arctic, they are respon- polynyas.
sible for up to 50% of its oceanic and atmospheric hem Several studies have focused on the use of remote sensing
transfer [IAp 2, 1989]. This transfer takes place at the sur- methods for determining sea ice thickness. Kuhn et al
face of thin ice, as well as open water. Smith et al. [19901 [1975] describe the use of airborne infrared imagery for this
state that many polynyas are active sites for salt concentra- purpose in the northern Bering Sea. Eppler and Farmer
tion and may therefore affect both the local water density [1991] describe the use of 33.6 Ghz passive microwave for
structure as well as influence larger-scale water mass mod- detecting formation of ice within polynyas. Maykut [19861
ification at distances removed from the polynya site. Ice sur- outlines theoretical consderations for calculation of ice
face temperature analysis of internal structure and ice thickness if the sea ice surface terperature, the surface air
thickness within polynyas is a critical step in the quan- temperature, and the freezing temperature of the water are
titative calculation of surface heat transfer to the atmos- known.
phere, ice production and salt rejection within polynyas Martin and Cavalieri [1989) estimated heat flux ranging
which will advance understanding of the quantitative effect from 55-290 W i- 2 frm the surface of Whaler's Bay, an
that polynyas may have in global change processes. open water polynya located off the north coast of Svalbard.

There ae two types of polynyas [Smith et al., 1990]: Schumacher et a. [1983] esimated a heat flux of 535 W

latent heat polynyas and sensible heat polynyas. Latent heat m2 from the surface of the St. Lawrence Island polynya.

polynyas occur in regions where the sea water is at the These athors used sea surfae tempeatr e and coastal

freezing point. Heat loss to the atmosphere leads to ice for- weather station data for their calculations. Maykut [19861
mation rather than to additional cooling of the water col- estimated the heat flux from thin ice (<5 cm) as 494 W M-2

umr. Therefore in order for a polynya to form, the ice which in the central Arctic.
fonus must be physically removed ftom the region by some Martin and Cavalieri [1989] calculated the seasonal vol-
combination of winds and currents. Sensible heat polynyas ume of sea ice production and salt rejection generated in the
occur where sea water is above the freezing point and suf- earliest stages of freeze-up based on the estimated heat loss
ficient oceanic heat is available to the water surface to pre- from the srface of an open water polynya as ranging from
vent ice from forming. The upward heat transfer can occur 9-44 km3 and 0.09 to 9.6 x 10sf kg respectively for the

through vertical mixing of heat from deeper water or Siberian Shelf polynyas.
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We have used AVHRR thmnal infrared imagery to dis- and Kotzebue. Barrow temperatures were used for calcula-
tinguish between thin ice and open water in polynyas tions. Figure 4 displays the mean daily wind vectors at
[Groves and Stringer, 1991], determine polynya area Barrow.
[Stringer and Groves, 1991], and provide data to enable ice Ice thickness calculations were made from Maykut's
thickness calculations [Groves and Stringer, 1991]. Here, [1986] theoretical model:
we have used these sea ice surface temperatures measured
for very thin ice to approximate the amount of heat transfer -
to the atmosphere and the ice volume and salt generation in HM =

the thin ice stage of the process of freeze-up of the Chukchi

Polynya. where HM = cumulative ice growth in a 24-hr period. KiM =
The Chukchi Polynya (Figures 1,2), which forms in the 419.9 cal cm-1 day-1 *C-1, TF = -1.8*C, Ct = 50 cal cm-1

Chukchi Sea off the northwest coast of Alaska between day-i C-1, To = ice surface temperature in OC, and T, = air
Cape Lisburne and Icy Cape [Stringer and Groves, 1988, temperature in -C.
19911, was chosen as a site to study the feasibility of using The ice surface temperature analysis yielded a discrete
AVHRR TIR imagery for ice thickness calculations [Groves series of bands stepping from -6.0*C to -29.0*C in incre-
and Stringer, 19911. During the period selected, the polynya merts of 2*C. This work is reported in Groves and Stringer
extended 125 km south from Icy Cape, and its greatest [1991]. The ice thicknesses of the discrete series for the first
width was 20 kn. Water depths in this region range between three bands extending seaward from the fast ice is given in
15 and 25 meters. The polynya displayed the striping par- Table 1. Areas of each thickness category were calculated
allel to the coast which is typical of many polynyas. This from the imagery for each of the discrete series of tem-
striping is generally thought to be caused by the episodic peature bands for each image (Table 1). Figure 2 shows the
freezing of the sea surface as the polynya opened under the most conspicuous of the discrete series in shades of gray for
influence of wind and reflects differences in ice thicknesses the Chukchi Polynya on March 15.
and ice surface temperature within the polynya. Ocean-to-atmosphere heat flux was calculated using a

standard model [Martin and Cavalieri, 1989]:
METHODOLOGY

An exceptionally cloud-free period on the Chukchi Coast Fnat = FS + FL + FB
between Barrow and Pt Hope, when we could be sum the
freshly generated polynya surface was free of snow cover, where F. is the total heat flux, Fs is the sensible heat flux,
was identified for March 12 through March 21, 1987. Nine FL is the outgoing long wave radiation, and FiB is the long
AVHRR computer-compatible image tapes (CCrs) from the wave backscatter from clouds.
polar-orbiting NOAA-09 and NOAA-10 satellites were
ordered from the National Environmental Satellite, Data, ".w , ro-
and Information Service's National Climatic Data Center in

W14, Wrangel
Washington, DC (NESDIS). The nine CCTs were analyzed island

at the Alaska Data Visualization and Analysis Laboratory
(ADVAL) located at the Geophysical Institute, University Pt. Barrow
of Alaska Fairbanks. Temperature calibration for each CCI'
was accomplished using the method described by Laurtson c.u.a.. Franklin

et al. [1979]. A .,o.
The thickness of thin ice can be estimated by its relative C

gray scale as evaluated by an observer's eye. Four cat- ..
egories of thin ice are listed by the World Meteorological .
Organization [WMO, 1970]: dark nilas <5 cn; light nilas 5- o.zomm A 64

10 cm; gray ice 10-15 cm; and gray white ice 15-30 cm. -MMM "i

For the visual and near-infrared bands of AVHRR imagery, , %4 SEWAo

gray levels also arise from relative amounts of reflected %' u """
solar radiation. However, care must be exercised when mak- Lawteflo
ing thickness estimates based on these gray values because sland

of the calibration which may have been applied to the
images. Regardless of calibration, dark striping indicates
open water or very thin ice and very light gray or white Delta

striping indicates thicker ice. There is excellent agreement ,O' %S. ilan das A-.aa-,

among the visual and thermal infrared imagery on the boun- \
dais of we thicknes variation within the polynya. ' I'o 10 00n 0' "

Vector wind and ai temperature measurements on a * 10 amo

three-houtr interval werle obtained for March 12 through 21, arf SonMaon. 6- w 1
1987 from Local Climatological Data sheets for Kotzebue ,,,.. ;a.
and Barrow [National Climatic Data Center, 1987]. We cal-vectr wndsandairternlerturs bsed Fit, a 1. Location of polynyn along the Chukdhi Coast of
culated mean daily vector winds ad air temperatures bond Alaska. (A) Chukchi Polynya (B) Cape Lisbume Polynya; (C)
on the 24-hour period immediately preceding the satellite Cap.v m Polynya; (I)) Koizebus Sound Polynya; (E) Peard
ps. Figure 3 displays mean daily temperatures at Barrow Bay Polyna.
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The long wave and dhe long wave backscatter radiation, and T(-K) is dhe air temperature.

FL and F3, ame calculated front the Stephan-Bolztmian law, The sensible heat flux, F5 , is calculatedt by the equation:

F = eaT FS = CPicUOT~-Wie

where a = t Stephan--Bolzmian constant (5.67 x 10-' W where pais~ the air density 1.3 kg m-3, C is the heat transfer
rn-2 OK- 4). For FL, e, the emissivity. is assumed to be 0.98, coefficient (2.0 x 10-3), Ujo is the 10-rn air velocity, Ti, is
and T(OK) is the taematr of the sea ice surfamce. For F3, the 10-rn air temnperatureTwf is the sea ice surface teon-
e is assumed to be 0.78 (for a condition of no cloud cover), perazizr, and cp the specific heat of air at constant pressure,

Figure 2.7The Chukdii Polyy itqpeared on March 15.1967 on tim AVHRR Thernga Infrard buid hs. has been amiced go
reveal tio internal smcuzeofti 'poFly The four stip Clam have meda value Of -7.6*C (blgck _1002. -17-96C. and -1530C
(whit). 13m Say region surosmdnth Pol a which 4 -Inme pack ace, fast ice. and land. is inailuwed. The gray tone of die mme-
hanced region rqems ar unpmn S -1.
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TRIDTUNR aCRU AT ZADRWw An KOTzUE = 1004 J deg-' kg-1. The 10-m daily average air velocity,
U T IM M 10 AND21,197 U , is given in Table 1.

-7-T- I I I I I I I I The rate of ice growth, dh/dt, is calculated from the

formula:

Pm. S dh/dt = Fna/pi,,L

4 - where dh/dt is the freezing rate in m s- 1, pie = 0.92 x 103 kg
m-3 , and L, the laent heat of fusion, is 3.34 x 105 J kg- 1.

Net heat transfer from each identified band of thin ice"A was calculated by multiplying the net heat transfer per
-14 square meter for each band by the area of the band.

-4k Salt flux was calculated as given in Martin and Cavalieri
/ [1989]:

-24 SF = Pice (dh/dt) (Sw -sic.)

where SF = Salt flux in kg day- , oi,, = density of ice = 0.92
x 103 kg m-3, sa, = salinity of sea water = 31.8 %a, and sic,=

/ salinity of sea ice = 9.8%. Coachman et al. [!975] report
-34 I L31.0-32.5%o for the Chukchi Sea in August. We use the

10 11 12 13 14 1 16 17 Ie 19 20 21 G,,l average 31.8%o. We calculate sic, using the formula: sic_ =
and 0.31 (sw). Table 2 lists daily generated ice volume and salt

Temperatures are selected as those cloest to the time of flux.

satelte pan; dates are Greenwich Mean Time (GMT). Total salt rejection is calculated as follows:

Figure 3. Air temperatues at the Synoptic Weather Stations at ST = Pice (VT) (Sw "Site)
Barrow and Kotzebue near the time of each satellite pass.

DATE OF POLYNYA TENMEATURE IN C 10-METER BAND ICE NET HEAT HEAT RATE OF ICE
AVHRR STRIP WIND AREA THICKNESS TRANSFER TRANSFER ICE VOLUME

SATELLITE VELOCITY ki2 CM W M-2  FROM EACH GROWTH ki3
PASS (GMT) Sea Ice Air m see-] BAND m day- I

Surface w x 10-11

March 13,14" 1 -6 -24.5 3.1 220 2 262 0.58 0.07 1.6 x 10-2
2 -8.1 548 3 237 1.3 0.07 3.6x 10- 2

3 -10.2 612 5 211 1.3 0.06 3.6x 10-2

March 15 1 -6 -29.2 4.0 984 2 365 3.6 0.10 10 x 102

2 -8.1 2353 3 335 7.9 0.09 22x 10.2
3 -10.2 4385 4 305 13 0.09 38 x 10-2

4 -12.4 7687 5 273 21 0.08 59 x 10-2

March 16 1 -8.1 -26.8 3.7 1051 3 294 3.1 0.08 8.7. 10.2
2 -10.2 880 5 265 2.3 0.07 6.6 x 10-

2

3 -12.4 806 6 234 1.9 0.07 5.3 x 10-
2

March17 I -10.2 -30.4 5.2 853 4 385 3.3 0.11 9.2 x I0 *2

2 -12.4 1801 5 346 6.2 0.10 17.5 x 10.2
3 -14.6 3180 7 308 9.8 0.09

March 18 1 -10.2 -30.6 3.4 672 3 298 2.0 0.08 5.6 x 10-
2

2 -12.4 1405 5 270 3.8 0.08 1I.0x 10-2

3 -14.6 2735 6 242 6.6 0.07 18.6 x 10-

March 19 1 -12.4 -30 5.1 512 4 395 2.0 0.11 5.7 x 10.2
2 ----- 14.6 1026 6 357 3.7 0.10
3 -16.5 1475 7 324 4.8 0.09

March 21 I -16.5 -33.3 7.0 _368 8 384 1.4 0.1I 1
2 -19.3 76 to1 322 2.5 1

1 1 3 -21.6 1 J _ 1815 1 15 272 4.9 1

Table 1. Surface heat tramfer and ratw and volume of ice production calculated using AVHRR-derived sea ice surface temperature of thin
strips within the C'hukchi Poiynyt. *Denlotes two consecutive AVHRR satellite passes apprximatly I hour wnd 40 minutes apwL One
occurred just before midnight on March 13 (GMT) and the second just after midnight. No significant change in polynya area was observed in
this short time.
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DATE ICE VOLUME* SALT PRODUCTION*
(xl0-2 km 3) (xl05 kg)

March 13, 14 8.9 18

March 15 129 260

March 16 20.5 31

March 17 26.8 54

March 18 16.3 33

March 19 5.7 12

Table 2. Daily ice and salt production within the Chukchi Polynya. *Ice volume and salt production per day for ice thickness _ 5 cm.

WIND DIRECTON AND SIED (cin/se) RECORDED AT BARROW

TWEEYN MARC0 oND 21. 19(GMTM Total seasonal salt rejection is 1.9 x 1011 kg. Martin and

MA 10 .,M III1 ,Am 12 MAX= Cavalieri [19891 report seasonal ice production of 9-44 km3

and seasonal salt rejection of 0.09 to 9.6 x 1011 kg for the
Sberian Shelf polynyas.

The highest net heat transfer per square meter (185 W

, , ,M, AL",, 1A 7 15 when the polynya is largest. The net heat transfer persquare meter values in Table I wre in general agreement

with published values. These are 494 W m-2 for sea ice <5

cm [Maykut, 1986], from 55--290 W m-2 for the open water
within Whaler's Bay [Martin and Cavalieri, 1989], and 535

,AX.I AN, to9 MUCaci, ,,ml W m- 2 for the St. Lawrence Island Polynya [Schumacher et

al, 19831.

0 ( ( aL1983].CONCLUSIONS
(1) Calculations of net heat transfer per square meter of

polynya surface area and of net heat transfer from polynya
A MW T HE surface area as a whole suggest that when ice cover is thin

and polynya area is extensive, heat transfer from the Chuk-
chi Polynya is as significant as that from the Siberian Shelf
Polynyas.

(2) Ice volume productio and salt rejection values are
where VT is the total ice volume generated, and ST is the given which are of the same order of magnitude as those
total salt production. reported by Martin and Cavalieri [1989] for the Siberian

RESULTS Shelf polynyas. The Chukchi Polynya could be as important
Calculations of ice thickness following Maykut [1986], as a source of salt for the water masses of the Chukchi Sea

and of heat transfer, rate of ice growth, and salt rejection fol- as the Siberian Shelf polynyas are for water masses of the
lowing Martin and Cavalieri [1989), are given in Table 1. Arctic Ocean.
Daily ice and salt production are given in Table 2.

Total ice volume and salt rejection for the season defined ACKNOWLEDGMENTS
as November though March are estimated by multiplying This study was funded in part under Contt #59 ABNC-
the mean freezing rate (0.09 m day-) by a "monthly median 00045 by the Minerals Management Service, U.S. Depart-
polynya area" of 600 km2 [Stringer and Groves, 1988, ment of the Interior, through an interagency agreement with
19911, for the Chukchi Polynya, which accounts for those the National Oceanic uad Atmospheric Administration, U.S.
periods during the month when the polynya is closed. Total Department of Commerce as part of the Outer Continental
seasonal ice generation for the five-month period is 8.1 km3. Shelf Environmental Assessment Program.
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